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1. Introduction. Let $K$ be a finite field of $q$ elements where $q = p^n$, $p$ is a prime and $n$ a positive integer. Let $f_j(\xi_j)$ be a polynomial of degree $e_j$ with coefficients in $K$ such that $f_j(0) = 0$ and $f_j(-\alpha) = -f_j(\alpha)$, for every element $\alpha$ of $K$. Let, furthermore, $K_j$ be a subset of $K$ such that (i) $0 \in K_j$, (ii) $\alpha \in K_j$ implies $-\alpha \in K_j$, and (iii) $q_j$, the number of elements in $K_j$, is $> 1$. We study the non-trivial solvability of the system

$$
\sum_{j=1}^{s} f_j(\xi_j) = 0, \xi_j \in K_j \ (i = 1, \ldots, t),
$$

using exponential sums $\sum_{ij} e(kf_j(\xi_j))$ where $kf_j(\xi_j) = \sum_{i=1}^{t} x_i f_j(\xi_j)$, $e(\alpha) = e^{2 \pi i \text{tr}(\alpha)/p}$, $\text{tr}(\alpha)$ is the absolute trace of $\alpha$, and the summation $\sum_{ij}^{'}$ is over all the elements of $K_j$. Our main result is

**Theorem 1.** Let $r_1, \ldots, r_s$ be real numbers such that

$$
\sum_{ij}^{'} e(kf_j(\xi_j)) \geq -r_j,
$$

for every $k$. Then the system (1) has a non-trivial solution $(\xi_1, \ldots, \xi_t)$ if

$$
\prod_{j=1}^{s} (q_j + r_j) > q^{\sum_{j=1}^{s} (r_j + 1)}.
$$

As consequences of this theorem we find some results which extend, improve, or sharpen previous results of Chevalley [2], Lewis [10], Gray [9], Chowla ([3]–[8]), Shimura [8], and Tietäväinen ([12], [13]). As a simple example of them we mention here the following corollary of theorem 5.

Let $d$, the g.c.d. of $c$ and $q - 1$, be odd. Then the system

$$
\sum_{j=1}^{s} \gamma_j \xi_j^e = 0 \ (i = 1, \ldots, t)
$$

has a non-trivial solution $(\xi_1, \ldots, \xi_t)$ in $K$ if

$$
s \geq 2 t(1 + \max (\log_2(d - 1), 1)).
$$
2. Preliminary remarks. Let $V$ be the space of $t$-tuples over $K$. Let $a = (\alpha_1, \ldots, \alpha_t)$ and $b = (\beta_1, \ldots, \beta_t)$ be elements of $V$ and $\alpha$ an element of $K$. Define, as usual,

$$a + b = (\alpha_1 + \beta_1, \ldots, \alpha_t + \beta_t),$$

$$\alpha a = (\alpha \alpha_1, \ldots, \alpha \alpha_t),$$

and

$$ab = \alpha_1 \beta_1 + \cdots + \alpha_t \beta_t.$$

The 0-element $(0, \ldots, 0)$ of $V$ will be denoted by 0.

Define the trace of $\alpha$ as

$$\text{tr} (\alpha) = \alpha + \alpha^p + \cdots + \alpha^{p^{n-1}}$$

so that $\text{tr}(\alpha)$ may be considered as an integer (mod $p$). Define, furthermore,

$$e(\alpha) = e^{2\pi i \text{tr}(\alpha)/p}.$$  

Then (see [13], section 3)

$$e(k(a + b)) = e(ka) e(kb),$$

for every element $k$ of $V$, and, moreover,

$$\Sigma_k e(ka) = \begin{cases} \eta' \text{ if } a = 0, \\ 0 \text{ if } a \neq 0. \end{cases}$$

Here and hereafter, in the sums of type $\Sigma_k$ and $\Sigma_{k=0}$ the summation is over all the elements of $V$ and over all the non-zero elements of $V$, respectively. Furthermore, in the sums of type $\Sigma_{x_j}$, $\Sigma'_{x_j}$, and $\Sigma'_{x_j=0}$ the variable runs through all the elements of $K_j$, through all the elements of $K_j$, and through all the non-zero elements of $K_j$, respectively.

Denote

$$f_j(\xi_j) = (f_{1j}(\xi_j), \ldots, f_{nj}(\xi_j)).$$

Then the system (1) may be written in the form

$$\Sigma_{j=1}^n f_j(\xi_j) = 0, \xi_j \in K_j.$$

It is easy to show that the exponential sum $\Sigma_{j} e(kf_j(\xi_j))$ is real, for every element $k$ of $V$. Indeed, we have, by the definitions of $K_j$ and $f_j(\xi_j)$,

$$\Sigma_{j} e(kf_j(\xi_j)) = \Sigma_{j} e(kf_j(-\xi_j)) = \Sigma_{j} e(-kf_j(\xi_j)) = \Sigma_{j} e(kf_j(\xi_j))$$

where $\bar{z}$ denotes the complex conjugate of $z$. 
3. Proof of theorem 1. Let
\[ J = J(\xi_1, \ldots, \xi_s) = \{ j \in \{1, \ldots, s\} \mid \xi_j = 0 \}, \]

(6) \[ A(\xi_1, \ldots, \xi_s) = \begin{cases} 1 & \text{if } \xi_j \neq 0 \text{, for every } j, \\ \prod_{j \in J} (r_j + 1) & \text{otherwise}, \end{cases} \]

and

(7) \[ B(\xi_1, \ldots, \xi_s) = \begin{cases} A(\xi_1, \ldots, \xi_s) & \text{if } \sum_{j=1}^{s} f_j(\xi_j) = 0, \\ 0 & \text{otherwise}. \end{cases} \]

Let, furthermore,

(8) \[ M = \sum_{\xi_1}^{s} \sum_{\xi_s}^{s} B(\xi_1, \ldots, \xi_s). \]

Then (1) has a non-trivial solution if \( M > \prod_{j=1}^{s} (r_j + 1) \).

We have, by (5), (7), (8), and (4),

(9) \[ q'M = \sum_{\xi_1}^{s} \sum_{\xi_s}^{s} A(\xi_1, \ldots, \xi_s) \sum_{k} e(k \sum_{j=1}^{s} f_j(\xi_j)) \]

\[ = \sum_{k} \sum_{\xi_1}^{s} \sum_{\xi_s}^{s} A(\xi_1, \ldots, \xi_s) \prod_{j=1}^{s} e(kf_j(\xi_j)). \]

It can be shown, by induction, that

(10) \[ \sum_{\xi_1}^{s} \sum_{\xi_s}^{s} A(\xi_1, \ldots, \xi_s) \prod_{j=1}^{s} e(kf_j(\xi_j)) = \prod_{j=1}^{s} (r_j + \sum_{\xi_j}^{s} e(kf_j(\xi_j))). \]

Indeed, it is easy to see that the statement (10) is true for \( s = 1 \), and we assume it to be true for \( s - 1 \) variables \( \xi_j \). Since, by (6),

\[ A(\xi_1, \ldots, \xi_s) = \begin{cases} (r_s + 1) A(\xi_1, \ldots, \xi_{s-1}) & \text{if } \xi_s = 0, \\ A(\xi_1, \ldots, \xi_{s-1}) & \text{if } \xi_s \neq 0, \end{cases} \]

then the left side of (10) equals

\[ (r_s + 1) \sum_{\xi_1}^{s} \sum_{\xi_s}^{s-1} A(\xi_1, \ldots, \xi_{s-1}) \prod_{j=1}^{s-1} e(kf_j(\xi_j)) + \]

\[ \sum_{\xi_1}^{s} \sum_{\xi_s}^{s-1} A(\xi_1, \ldots, \xi_{s-1}) \prod_{j=1}^{s-1} e(kf_j(\xi_j)) \sum_{\xi_s=0}^{s-1} e(kf_s(\xi_s)). \]

Using the equation

\[ \sum_{\xi_s=0}^{s} e(kf_s(\xi_s)) = \sum_{\xi_s}^{s} e(kf_s(\xi_s)) - 1 \]
and the induction hypothesis, we find that this is, moreover, equal to

\[
(r_s + \sum_{i} \sum' \sum' \sum' A(\xi_1, \ldots, \xi_{s-1}) \prod_{j=1}^{s-1} e(\mathbf{k}f_j(\xi_j))) = \prod_{j=1}^{s} (r_j + \sum_{i} e(\mathbf{k}f_j(\xi_j))).
\]

Thus we have proved the equation (10).

Using (9) and (10), we get

\[
q'M = \sum_{\mathbf{k}} \prod_{j=1}^{s} (r_j + \sum_{i} e(\mathbf{k}f_j(\xi_j))) = \prod_{j=1}^{s} (q_j + r_j) + \sum_{\mathbf{k} \in \mathbb{Z}} \prod_{j=1}^{s} (r_j + \sum_{i} e(\mathbf{k}f_j(\xi_j))).
\]

We have hence, by (2) and (3),

\[
M \geq q'^{-1} \prod_{j=1}^{s} (q_j + r_j) > \prod_{j=1}^{s} (r_j + 1)
\]

which is the required inequality.

4. Consequences of theorem 1. Since \( e(\mathbf{k}f(0)) = e(0) = 1 \) then \( \sum_{i} e(\mathbf{k}f(\xi_j)) \geq 2 - q_j \). Therefore we may take \( r_j = q_j - 2 \) in theorem 1. Then

\[
\prod_{j=1}^{s} (q_j + r_j) = 2^s \prod_{j=1}^{s} (q_j - 1) = 2^s \prod_{j=1}^{s} (r_j + 1).
\]

Consequently we have the following corollary of theorem 1.

**Theorem 2.** The system (1) has a non-trivial solution if

\[
2^s > q'.
\]

This theorem is an extension of a result of Chowla's (see, for example, [5]). For some related theorems, see [11], theorem 1, and [13], lemma 3. Theorem 2 can be proved also by using Chowla's method but it is interesting to see that all the theorems 1–5 can be proved by using exponential sum methods only.

If we put \( K_1 = \cdots = K_s = K \), we get immediately, by theorem 1, the following result.
Theorem 3. Let \( r_1, \ldots, r_s \) be real numbers such that \( \sum_{i,j} e(k f_j(x)) \geq -r_j \) for every \( k \). Then the system

\[
\sum_{j=1}^s f_j(x) = 0 \quad (i = 1, \ldots, t)
\]

has a non-trivial solution in \( K \) if

\[
\prod_{j=1}^s (q + r_j) > q^t \prod_{j=1}^s (r_j + 1).
\]

Carlitz and Uchiyama [1] have proved

Lemma 1. The inequality

\[
|\sum_{i} e(f(x))| \leq (c - 1)q^{\frac{1}{2}}
\]

holds on the assumption that \( f \) is a polynomial of degree \( c \) over \( K \) such that

\[
f \neq g^p - g + \beta,
\]

for every polynomial \( g \) over \( K \) and for every element \( \beta \) of \( K \).

In the following theorem we must suppose, because of the assumption of lemma 1, that the system (11) satisfies the subsequent condition (cf. [13]).

Condition B. For any value of \( j \) no non-zero linear combination of the polynomials \( f_{ij}, \ldots, f_{ij} \) over \( K \) can be written in the form \( g^p - g + \beta \) where \( g \) is a polynomial over \( K \) and \( \beta \) is an element of \( K \).

It should be noted that condition B is satisfied at least in the case where \( c_{ij} \leq p - 1 \), for every \( i \) and \( j \). Therefore (see [13]) condition B is no restriction in prime fields.

Define the degree of the zero-polynomial as \( -\infty \) and suppose that there exists at least one non-zero polynomial \( f_j(x_j) \). Combining theorem 2 with theorem 3 and lemma 1, we then find

Theorem 4. Assume that the system (11) satisfies condition B. Then it has a non-trivial solution in \( K \) if

\[
s \geq 2 t(1 + \max (\log_2(c - 1), 1))
\]

where \( c = \max c_{ij} \).
This theorem sharpens theorem 1 of [13]. For some related results, see corollary 1 of theorem 2 of [13] and theorems I and II of [12]. For small values of $c$ our method gives better results than that mentioned in theorem 4. For example, we may replace the inequality (12) by $s \geq 1 + 2t$ in case $c = 2$ and by $s \geq 3t$ in case $c = 3$.

Proof of theorem 4. If $c \leq 2$, our assertion is a consequence of a well-known result of Chevalley's [2] (and it is easy to prove also by a slight modification of the following proof). Therefore we may assume that $c \geq 3$.

Suppose that, contrary to our assertion, the system (11) has only the trivial solution in $K$. Then we have, by theorem 2,

$$2^s \leq q^l.$$

Combining this with (12), we find

$$q^{s-2t} \geq (c - 1)^{2s}.$$  \hspace{1cm} (13)

We may take, by lemma 1, $r_j = (c - 1)q^l$, for every $j$. Then

$$\prod_{j=1}^s (q + r_j) = q^{l^s}(q^\frac{1}{2} + (c - 1))^s$$

$$= q^{\frac{s}{2}}(c - 1)^{-s}(c - 1)q^{l^\frac{s}{2}} + (c - 1)^2$$

$$> q^l \cdot q^{s(\alpha - 2)(c - 1) - s}(c - 1)q^{l^\frac{s}{2} + 1}$$

from which we get, by (13),

$$\prod_{j=1}^s (q + r_j) > q^l(c - 1)q^{l^\frac{s}{2} + 1} = q^l \prod_{j=1}^s (r_j + 1).$$

This is, by theorem 3, an impossible inequality. Hence theorem 4 is true.

We say (cf. [13]) that the system

$$\sum_{j=1}^s \gamma_{ij} \xi_j = 0 \quad (i = 1, \ldots, t),$$  \hspace{1cm} (14)

where $c$ is a positive integer, is an $A$-system if $-1$ is a $c$th power in $K$ (for $t = 1$, cf. paper [5] by Chowla). Using the same method as in the proof of theorem 4, we can prove

Theorem 5. The $A$-system (14) has a non-trivial solution in $K$ if

$$s \geq 2t(1 + \max (\log_2(d - 1), 1))$$

where $d$ is the g.c.d. of $c$ and $q - 1$. 
Theorem 5 is an extension of some results by Chowla ([3]–[8]) and Shimura [8] and an improvement for theorem 4 of [13] (see also theorem III of [12]). It is, practically, a corollary of our theorem 4. It should be noted, however, that in the proof of theorem 5 we may use, in place of the deep lemma 1, the following well-known lemma 2 which can be proved elementarily.

**Lemma 2.** If \( \gamma \) is a non-zero element of \( K \) then

\[
|\sum_{\xi} e(\gamma \xi^c)| \leq (d - 1)q^{1/2}
\]

where \( d \) is the g.c.d. of \( c \) and \( q - 1 \).

Theorem 5 implies immediately

**Corollary.** Let \( d \), the g.c.d. of \( c \) and \( q - 1 \), be odd. Then the system (14) has a non-trivial solution in \( K \) if

\[
s \geq 2 t(1 + \max (\log_2(d - 1), 1))
\]
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