ON ORTHOGONALLY SCATTERED DILATIONS OF BOUNDED VECTOR MEASURES
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1. Introduction. Let $H$ be a Hilbert space with complex scalars and let $S$ be a locally compact Hausdorff space. In this paper we show that every bounded $H$-valued vector measure $\mu$ defined on $S$ is, in a certain sense, a projection of a bounded orthogonally scattered vector measure $\mu'$ defined on $S$ with values in a larger Hilbert space $H'$.

Our result is a generalization of Abreu's Theorem 3.1 in [2] (see also the proof of the main theorem in Abreu's paper [1]), where he presented a sufficient condition for a bounded $H$-valued vector measure to be a "projection" of a bounded orthogonally scattered vector measure with values in a larger Hilbert space $H'$.

The proof of our result is essentially based on a factorization theorem of Grothendieck [5; p. 52] and on a construction used by Abreu in [1] and [2].

A detailed proof of Grothendieck's theorem (in another form) was presented by Rogge [11] in the case of bounded vector measures defined on a compact Hausdorff space and taking values in a real Hilbert space. Rogge's work was based on some earlier results of Pietsch [10]. For the sake of completeness we show in Section 2 that these results of Rogge and Pietsch are applicable even in the case considered by us.

2. On 2-majorizable vector measures with values in a Hilbert space. In this section we show that the results of Rogge [11] and Pietsch [10] concerning the so-called 2-majorizable vector measures are valid even for vector measures, which are defined on a locally compact Hausdorff space and taking values in a complex Hilbert space.

Let $T$ be a compact Hausdorff space. By $C(T)$ we denote the linear space of all continuous functions $f: T \to C$. Similarly, for a locally compact Hausdorff space $S$ we denote by $C_b(S)$ the linear space of all continuous functions $f: S \to C$

1 In this paper we denote by $N$, $R$ and respectively by $C$ the set of natural, real and respectively complex numbers.
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vanishing at infinity, i.e., a continuous function \( f: S \to C \) is an element of \( C_0(S) \) if for every \( \varepsilon > 0 \) there exists a compact set \( K \subset S \) such that \( |f(s)| < \varepsilon \) for all \( s \notin K \). The linear subspace of all real-valued functions in \( C(T) \) (resp. \( C_0(S) \)) is denoted by \( C^{\mathbb{R}}(T) \) (resp. \( C_0^{\mathbb{R}}(S) \)). The topology of \( C(T) \) and \( C_0(S) \) is defined by \( |f|_{L^p} \) for \( p = 1 \).

Next we recall some definitions concerning Radon measures and vector measures. For convenience we present them in the case of a locally compact Hausdorff space and the complex scalars. The definitions in the case of a compact Hausdorff space or in the case of the real scalars are similar.

Let \( S \) be a locally compact Hausdorff space. The set of all bounded Radon measures on \( S \), i.e., the dual of \( C_0(S) \) is denoted by \( \mathcal{M}_C^1(S) \). We recall that a Radon measure \( \nu \in \mathcal{M}_C^1(S) \) is said to be real-valued, if \( \nu(f) = \nu(|f|) \) for all \( f \in C_0(S) \). In this paper we call a real-valued \( \nu \in \mathcal{M}_C^1(S) \) positive, if \( \nu(f) \geq 0 \) for all \( f \in C_0(S) \), \( f \neq 0 \).

Let \( H \) be a Hilbert space. By (\( \cdot, \cdot \)) or by \( (\cdot, \cdot)_H \) we denote the inner product and respectively by \( \|\cdot\| \) or by \( \|\cdot\|_H \) the norm of \( H \). The topology of a Hilbert space is always the norm topology.

In this paper we use the integration technique of vector measures introduced by Thomas [12]. We use even Thomas' terminology, i.e., we use the term integrable when Bourbaki [4] uses the term essentially integrable.

Let \( H \) be a Hilbert space with complex scalars and let \( S \) be a locally compact Hausdorff space. We recall that a bounded \( H \)-valued vector measure \( \mu \) on \( S \) is a continuous linear mapping \( \mu: C_0(S) \to H \). For a bounded \( H \)-valued vector measure \( \mu \) on \( S \) (or for a Radon measure \( \mu \in \mathcal{M}_C^1(S) \)) the linear space of functions \( f: S \to C \) for which the function \( |f|^p \) is \( \mu \)-integrable is denoted by \( L^p_\mu(C) \), \( p \geq 1 \); and the integral of a function \( f \in L^p_\mu(C) \) with respect to \( \mu \) is denoted by

\[
\int f \, d\mu.
\]

Moreover, we denote by \( \text{sp} \{\mu\} \) the closed linear subspace in \( H \) spanned by the set \( \{\mu(f) \mid f \in C_0(S)\} \). It follows from the completeness of \( \text{sp} \{\mu\} \) and from the way to define the integral of a vector measure (see Thomas [12; pp. 65—69]) that

\[
\int f \, d\mu \in \text{sp} \{\mu\} \quad \text{for all } f \in L^p_\mu(C).
\]

The norm of a bounded \( H \)-valued vector measure \( \mu \) on \( S \), i.e., the norm of the continuous linear mapping \( \mu: C_0(S) \to H \) is denoted by \( \|\mu\| \).

The definition of a 2-majorizable (or more generally \( p \)-majorizable; \( 1 \leq p < \infty \)) vector measure is essentially due to Persson and Pietsch (see Pietsch [10] and references given there).

**Definition 1.** Let \( H \) be a Hilbert space with complex (resp. real) scalars and let \( S \) be a locally compact Hausdorff space. A bounded vector measure \( \mu: C_0(S) \to H \) (resp. \( \mu: C_0^{\mathbb{R}}(S) \to H \)) is called 2-majorizable, if there exists a bounded positive
Radon measure \( v: C_0(S) \to C \) (resp. \( v: C_0^\mathbb{R}(S) \to R \)) such that

\[
(1) \quad \| \mu(f) \|_H \equiv v(|f|^2)^{1/2} \quad \text{for all } f \in C_0(S) \quad \text{(resp. } f \in C_0^\mathbb{R}(S))
\]

For a bounded 2-majorizable \( H \)-valued vector measure \( \mu: C_0(S) \to H \) (resp. \( \mu: C_0^\mathbb{R}(S) \to H \)) the set of all bounded positive Radon measures \( v: C_0(S) \to C \) (resp. \( v: C_0^\mathbb{R}(S) \to R \)) satisfying the condition (1) is denoted by \( \mathcal{M}_2^\mu \). The elements of \( \mathcal{M}_2^\mu \) are called 2-majorants of \( \mu \).

The following lemma is essentially due to Thomas [12; p. 98]. In the proof of the lemma we use the semi-variation \( \mu^* \) of a vector measure \( \mu \). The semi-variation of a vector measure is defined by Thomas [12; pp. 65—66].

**Lemma 2.** Let \( S \) be a locally compact Hausdorff space and let \( T = S \cup \{ \infty \} \) be an Alexandroff compactification of \( S \). If \( H \) is a real Hilbert space, then for every bounded vector measure \( \mu: C_0^\mathbb{R}(S) \to H \) there exists a bounded vector measure \( \tilde{\mu}: C^\mathbb{R}(T) \to H \) such that \( \| \tilde{\mu} \| = \| \mu \| \) and

\[
\mu(f) = \tilde{\mu}(\hat{f}) \quad \text{for all } f \in C^\mathbb{R}(S);
\]

here \( \hat{f}: T \to R \) is defined by \( \hat{f}(s) = f(s), s \in S \), and \( \hat{f}(\infty) = 0 \).

**Proof.** Let \( \mu: C_0^\mathbb{R}(S) \to H \) be a bounded vector measure. Since \( \mu \) is a continuous linear mapping from a normed space to a Hilbert space it is weakly compact. Thus all bounded continuous functions \( f: S \to R \) are \( \mu \)-integrable (Thomas [12; pp. 86—87]).

We define a linear mapping \( \tilde{\mu}: C^\mathbb{R}(T) \to H \) by setting

\[
\tilde{\mu}(f) = \int f_0 \, d\mu + f(\infty) \int 1 \, d\mu, \quad f \in C^\mathbb{R}(T);
\]

here \( f_0 \) is the restriction of \( f \) to \( S \) and \( 1 \) stands for the constant function \( g(s) = 1 \) for all \( s \in S \). Then \( \tilde{\mu} \) is a bounded vector measure on \( T \), since using the properties of \( \mu^* \) (Thomas [12; pp. 68—69]) we get

\[
\| \tilde{\mu}(f) \| \equiv \left\| \int f_0 \, d\mu \right\| + \left\| f(\infty) \int 1 \, d\mu \right\|
\]

\[
\equiv \mu^*(f_0) + |f(\infty)| \mu^*(1)
\]

\[
\equiv \mu^*(1) \sup |f|, \quad f \in C^\mathbb{R}(T).
\]

Since \( \| \mu \| = \mu^*(1) \) (Thomas [12; p. 86 and p. 69]), we get \( \| \mu \| = \| \tilde{\mu} \| \).

Clearly, \( \mu(f) = \tilde{\mu}(\hat{f}) \) for all \( f \in C_0^\mathbb{R}(S) \), which proves the lemma.

Let \( H \) be a Hilbert space with complex scalars. In the following we denote by \( H_{\mathbb{R}} \) the corresponding real Hilbert space.

Suppose \( \mu \) is a bounded \( H \)-valued vector measure defined on a locally compact Hausdorff space \( S \). We define a bounded vector measure \( \mu_{\mathbb{R}}: C_0^\mathbb{R}(S) \to H_{\mathbb{R}} \) by setting

\[
\mu_{\mathbb{R}}(f) = \mu(f), \quad f \in C_0^\mathbb{R}(S).
\]
Lemma 3. Let $H$ be a Hilbert space with complex scalars. Then for all bounded $H$-valued vector measures $\mu$ defined on a locally compact Hausdorff space $S$

$$\mathcal{M}_\mu^2 = \{\tilde{\nu} \in \mathcal{M}_\mu^2(S) | \nu \in \mathcal{M}_{\mu_{\text{Re}}}^2\};$$

here $\tilde{\nu}(f) = \nu(\text{Re}f) + i\nu(\text{Im}f)$, $f \in C_o(S)$.

Proof. Suppose a bounded positive Radon measure $\nu: C^0_{\text{Re}}(S) \to \mathbb{R}$ is a 2-majorant of $\mu_{\text{Re}}$. Then for all $f \in C_o(S)$

$$\|\mu(f)\|_H = \|\mu(\text{Re}f)\|_H + \|\mu(\text{Im}f)\|_H$$

$$\quad = \|\mu_{\text{Re}}(\text{Re}f)\|_{H_{\text{Re}}} + \|\mu_{\text{Re}}(\text{Im}f)\|_{H_{\text{Re}}}$$

$$\quad \equiv \nu(|\text{Re}f|^2)^{1/2} + \nu(|\text{Im}f|^2)^{1/2} = 2\nu(|f|^2)^{1/2},$$

Thus $4\tilde{\nu}$ is a 2-majorant of $\mu$, which proves the lemma.

Let $H$ be a Hilbert space with complex scalars. It follows from Lemma 2 and Lemma 3 that the results of Rogge [11; Satz 1] and Pietsch [10; Satz 1] concerning 2-majorizable vector measures are applicable for all bounded $H$-valued vector measures defined on a locally compact Hausdorff space. We state these results as a theorem.

**Theorem 4.** Let $H$ be a Hilbert space with complex scalars and let $\mu$ be a bounded $H$-valued vector measure defined on a locally compact Hausdorff space $S$. Then $\mu$ is 2-majorizable.

3. Orthogonally scattered dilations of vector measures with values in a Hilbert space. In this section $S$ stands for a locally compact Hausdorff space and the scalar field of all Hilbert spaces under consideration is $C$.

In this section we use so-called bimeasures. We recall that a bounded bimeasure $B$ on $S \times S$ is defined as a continuous bilinear form $B: C_0(S) \times C_0(S) \to \mathbb{C}$.

Bimeasures and their integration have been especially studied in the paper of Morse and Transue [7] and in the paper of Thomas [12; pp. 144–147]. We have used bimeasures in analyzing vector measures with values in a Hilbert space in our papers [8] and [9].

**Definition 5.** Let $H$ be a Hilbert space and let $\mu$ be an $H$-valued vector measure on $S$. The (continuous) bilinear form

$$B(f, g) = (\mu(f)|\mu(g)), \quad f, g \in C_0(S),$$

is called the bimeasure defined by $\mu$.

**Definition 6.** A bounded vector measure $\mu$ on $S$ with values in a Hilbert space $H$ is said to be orthogonally scattered, if

$$(\mu(f)|\mu(g)) = 0$$

for all $f, g \in C_0(S)$ such that the supports of $f$ and $g$ are compact and disjoint.
Orthogonally scattered vector measures (with values in a Hilbert space) have been especially studied by Masani [6]. In [9] we gave several characterizations of an orthogonally scattered vector measure using the bimeasure defined by it. In this paper we make use of the characterization stated in the following theorem. For the proof see [9; Theorem 24].

**Theorem 7.** Let $H$ be a Hilbert space. A bounded $H$-valued vector measure $\mu$ on $S$ is orthogonally scattered if and only if there exists a positive $v \in \mathcal{C}_b(S)$ such that

$$
(\mu(f)|\mu(g)) = v(f\tilde{g}) \quad \text{for all } f, g \in C_0(S);
$$

here $(f\tilde{g})(s) = f(s)g(s)$, $s \in S$. If there exists a bounded positive Radon measure $v \in \mathcal{C}_b(S)$ satisfying the condition (2), then it is unique and $\mathcal{L}_C^0(v) = \mathcal{L}_C^1(\mu)$.

Let $H$ be a Hilbert space and let $M$ be a closed linear subspace of $H$. Then the orthogonal projection of $H$ to $M$ is denoted by $P_M$.

**Definition 8.** Let $H$ be a Hilbert space and let $\mu$ be a bounded $H$-valued vector measure on $S$. A triple $(H', \mu', j)$ consisting of a Hilbert space $H'$, of an $H'$-valued bounded vector measure $\mu'$ on $S$ and of a linear mapping $j : \mathcal{S}(\mu) \to H'$ is said to be an orthogonally scattered dilation of the pair $(H, \mu)$, if

(i) $\mu'$ is orthogonally scattered,
(ii) $j : \mathcal{S}(\mu) \to j(\mathcal{S}(\mu))$ is an isometric isomorphism and if
(iii) $P_{j(\mathcal{S}(\mu))} \mu'(f) = j \circ \mu(f)$ for all $f \in C_0(S)$.

The following theorem is a direct consequence of Theorem 7 and a general result of Thomas [12; pp. 78—79].

**Theorem 9.** Let $\mu$ be a bounded vector measure on $S$ with values in a Hilbert space $H$ and let $(H', \mu', j)$ be an orthogonally scattered dilation of $(H, \mu)$. Then $\mathcal{L}_C^0(\mu) = \mathcal{L}_C^1(j \circ \mu)$ and

$$
j(\int f \, d\mu) = \int f \, d(j \circ \mu) \quad \text{for all } f \in \mathcal{L}_C^1(\mu).
$$

If $v \in \mathcal{C}_b(S)$ is the unique bounded positive Radon measure on $S$ for which

$$
(\mu'(f)|\mu'(g)) = v(f\tilde{g}), \quad f, g \in C_0(S);
$$

then $\mathcal{L}_C^0(v) = \mathcal{L}_C^1(\mu') \subseteq \mathcal{L}_C^1(\mu)$. Furthermore,

$$
P_{j(\mathcal{S}(\mu))}(\int f \, d\mu') = \int f \, d(j \circ \mu) \quad \text{for all } f \in \mathcal{L}_C^1(\mu').
$$

Let $\mu$ be a bounded vector measure on $S$ with values in a Hilbert space $H$. We present next a necessary and sufficient condition for the existence of an orthogonally scattered dilation of the pair $(H, \mu)$.

First we present some preliminary results.

**Definition 10.** A bounded bimeasure $B$ on $S \times S$ is called positive definite, if

$$
B(f, f) \equiv 0 \quad \text{for all } f \in C_0(S).
$$
Remark. Let $E$ be an arbitrary set. We recall that a mapping $r: E \times E \to \mathbb{C}$ is said to be positive definite or a positive definite kernel, if

$$
\sum_{j=1}^{m} \sum_{k=1}^{m} a_j \bar{a}_k r(s_j, s_k) \geq 0
$$

for all $a_j \in \mathbb{C}$, $s_j \in E$, $j = 1, \ldots, m$, $m \in \mathbb{N}$.

If $B$ is a bounded positive definite bimeasure on $S \times S$, then the mapping $Q: C_0(S) \times C_0(S) \to \mathbb{C}$,

$$
Q(f, g) = \overline{B(f, g)}, \quad f, g \in C_0(S),
$$

is a positive definite kernel.

Let $E$ be an arbitrary set and let $r: E \times E \to \mathbb{C}$ be a positive definite kernel. For $t \in E$ we define $r_t: E \to \mathbb{C}$ by setting

$$
r_t(s) = r(s, t), \quad s \in E.
$$

It is a well-known fact that for the positive definite kernel $r$ there exists a (unique) Hilbert space $H(r)$ consisting of a linear space of functions $f: E \to \mathbb{C}$, such that $r_t \in H(r)$ for all $t \in E$;

$$(r_t | r_t)_{H(r)} = r(t, s) \quad \text{for all } s, t \in E;
$$

and the closed linear subspace in $H(r)$ spanned by the set $\{r_t | t \in E\}$ coincides with $H(r)$. The space $H(r)$ is called the reproducing kernel Hilbert space spanned by $r$ (Aronszajn [3]).

The following lemma is a direct consequence of the properties of reproducing kernel Hilbert spaces listed above.

Lemma 11. Let $B$ be a bounded positive definite bimeasure on $S \times S$. Define

$$
Q(g, h) = \overline{B(\tilde{g}, \tilde{h})}, \quad g, h \in C_0(S).
$$

Then the mapping

$$
\mu_Q(f) = Q_f, \quad f \in C_0(S),
$$

is a bounded vector measure on $S$ with values in the reproducing kernel Hilbert space $H(Q)$ spanned by $Q$ and

$$
(\mu_Q(f) | \mu_Q(g))_{H(Q)} = B(f, \tilde{g}), \quad \text{for all } f, g \in C_0(S).
$$

Let $H$ be a Hilbert space. The following theorem characterizes the bounded $H$-valued vector measures on $S$ for which there exists an orthogonally scattered dilation of $(H, \mu)$. In the proof of the theorem we use the direct sum of two reproducing kernel Hilbert spaces. This idea originates from Abreu's papers [1] and [2].

Theorem 12. Let $\mu$ be a bounded vector measure on $S$ with values in a Hilbert space $H$. Then there exists an orthogonally scattered dilation $(H', \mu', j)$ of $(H, \mu)$ if and only if there exists a positive $v \in \mathcal{M}_1^+(S)$ such that

$$
\|\mu(f)\|_H^2 \equiv v(|f|^2) \quad \text{for all } f \in C_0(S).
$$
For every positive \( v \in \mathcal{M}_1^2(S) \) satisfying the condition (4) there exists an orthogonally scattered dilation \((H', \mu', j)\) of \((H, \mu)\) such that

\[
(\mu'(f)|\mu'(g))_{H'} = v(fg) \quad \text{for all } f, g \in C_0(S).
\]

Proof. The necessity of the condition (4) is obvious.

To prove the sufficiency we first note that in the case

\[
\|\mu(f)\|^2_H = v(|f|^2) \quad \text{for all } f \in C_0(S)
\]

the vector measure \( \mu \) is by Theorem 7 orthogonally scattered, since applying a well-known polarization formula we get

\[
(\mu(f)|\mu(g))_H = v(fg) \quad \text{for all } f, g \in C_0(S).
\]
Thus, in this case the triple \((H, \mu, i)\), where \( i: H \to H \) is the identity mapping, is an orthogonally scattered dilation of \((H, \mu)\).

Suppose there exists a function \( \varphi_0 \in C_0(S) \) for which

\[
\|\mu(f_0)\|^2_H < v(|f_0|^2).
\]

Let \( B \) be the bimeasure defined by \( \mu \). We define a bounded bimeasure \( B' \neq 0 \) on \( S \times S \) by setting

\[
B'(f, g) = v(fg) - B(f, g), \quad f, g \in C_0(S).
\]

The bimeasure \( B' \) is positive definite, since it follows from the inequality (4) that

\[
B'(f, \bar{f}) = v(|f|^2) - B(f, \bar{f}) \geq 0 \quad \text{for all } f \in C_0(S).
\]
Thus the mappings

\[
Q(f, g) = B(\overline{f}, g), \quad f, g \in C_0(S); \\
Q'(f, g) = B'(\overline{f}, g), \quad f, g \in C_0(S);
\]

are positive definite kernels.

In the following we consider the reproducing kernel Hilbert spaces \( H(Q) \) and \( H(Q') \) spanned by \( Q \) and respectively by \( Q' \) and the bounded vector measures \( \mu_Q \) and \( \mu_{Q'} \) on \( S \) defined as in the formula (3).

We denote

\[
H' = H(Q) \oplus H(Q').
\]

The elements of \( H' \) are ordered pairs \((x, y), \ x \in H(Q), \ y \in H(Q')\); and the inner product of two elements \((x_1, y_1), (x_2, y_2) \in H'\) is

\[
((x_1, y_1)(x_2, y_2))_{H'} = (x_1|x_2)_{H(Q)} + (y_1|y_2)_{H(Q')}.
\]

We define a linear mapping \( j: \mu(C_0(S)) \to H' \) by setting

\[
j(\mu(f)) = (\mu_Q(f), 0), \quad f \in C_0(S).
\]

Since \( \|\mu(f)\|_H = \|j(\mu(f))\|_{H'} \) for all \( f \in C_0(S) \) the linear mapping \( j \) can be extended by continuity to an isometric isomorphism \( j: \overline{sp}\{\mu}\to \overline{sp}\{\mu\} \). Note that \( j(\overline{sp}\{\mu\}) = H(Q) \oplus \{0\}. \)
To complete the construction of the orthogonally scattered dilation \((H', \mu', j)\) of \((H, \mu)\) we define a bounded \(H'\)-valued vector measure \(\mu'\) on \(S\) by setting

\[
\mu'(f) = (\mu Q(f), 0) + (0, \mu Q'(f)), \quad f \in C_0(S).
\]

The vector measure \(\mu'\) is, by Theorem 7, orthogonally scattered, since for all \(f, g \in C_0(S)\)

\[
(\mu'(f)|\mu'(g))_{H'} = (\mu Q(f)|\mu Q(g))_{H(Q)} + (\mu Q'(f)|\mu Q'(g))_{H(Q')}
\]

\[
= B(f, \bar{g}) + B'(f, \bar{g}) = v(fg).
\]

Since \(J(\overline{p}\{\mu\})=H(\mathcal{Q}) \oplus \{0\}\) we get

\[
J \circ \mu(f) = (\mu Q(f), 0) = P_{J(\overline{p}\{\mu\})} \circ \mu'(f)
\]

for all \(f \in C_0(S)\). Hence the triple \((H', \mu', j)\) is an orthogonally scattered dilation of the pair \((H, \mu)\) satisfying the condition \((4)\).

The theorem is proved.

We are now ready to present the theorem that has been aimed at in this paper. It is a direct consequence of Theorem 4 and Theorem 12.

**Theorem 13.** Let \(H\) be a Hilbert space and let \(\mu\) be a bounded \(H\)-valued vector measure on \(S\). Then the set of orthogonally scattered dilations of \((H, \mu)\) is non-empty. For every 2-majorant \(v \in M^2_\mu\) there exists an orthogonally scattered dilation \((H', \mu', j)\) of \((H, \mu)\) such that

\[
(\mu'(f)|\mu'(g)) = v(fg) \quad \text{for all } f, g \in C_0(S).
\]

As an example we present the special case considered by Abreu.

**Example 14.** Let \(\mu\) be a bounded vector measure defined on \(S\) with values in a Hilbert space \(H\) and let \(B\) be the bimeasure defined by \(\mu\).

Suppose there exists a bounded Radon measure \(v \in M^1 C(S \times S)\) such that

\[
B(f, g) = v(f \otimes g) \quad \text{for all } f, g \in C_0(S);
\]

here \(f \otimes g(s, t) = f(s)g(t)\) for all \(s, t \in S\).

If there exists a bounded Radon measure \(v \in M^1 C(S \times S)\) satisfying the condition \((6)\), then it is unique [8; p. 23].

Let \(|v|\) be the absolute value of \(v\). Define a bounded Radon measure \(v_0: C^R_0(S) \to R\) by setting

\[
v_0(f) = \frac{1}{2} \int (f \otimes 1 + 1 \otimes f) \, d|v|, \quad f \in C^R_0(S);
\]

here again 1 stands for the constant function \(g(s) = 1, s \in S\).

Abreu has shown in the proof of the main theorem in [1] that

\[
\|\mu(f)\|^2 = v_0(|f|^2) \quad \text{for all } f \in C_0(S).
\]
Thus, using our terminology, the bounded positive Radon measure \( \tilde{\nu}_0, \quad \tilde{\nu}_0(f) = v_0(\text{Re} f) + iv_0(\text{Im} f), \quad f \in C_0(S), \) is a 2-majorant of \( \mu. \)
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