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Introduction

In the present paper we study initial-boundary value problems of the form

\[ A(\partial/\partial t, D_x)u = f \quad \text{in} \quad \mathbb{R}^n_+ \times \mathbb{R}^n, \]

\[ \left. \frac{\partial^k u}{\partial r^k} \right|_{r=0} = \varphi_k \quad \text{on} \quad \mathbb{R}^n_+, \]

\[ B_j(\partial/\partial t, D_x)u|_{x_n=0} = g_j \quad \text{on} \quad \mathbb{R}^n_+ \times \mathbb{R}^{n-1}, \]

where \( A(\partial/\partial t, D_x) \) and \( B_j(\partial/\partial t, D_x) \) are linear partial differential operators with constant complex coefficients or, briefly, differential operators in \( \mathbb{R}_+ \times \mathbb{R}^n \). The problems considered are quasi-parabolic in the sense defined in [2] and their lateral boundary operator system \( \{B_j(\partial/\partial t, D_x)\} \) is normal to the hyperplane \( x_n=0 \).

In our previous work [2] we gave a necessary and sufficient condition for problems of quasi-parabolic type to have solutions in a setting of certain anisotropic Sobolev-type spaces. We also proved a necessary and sufficient condition for the validity of an a priori estimate between a solution and the data. The aim of this paper is to show that the general conditions mentioned above will take very concrete forms in the case under consideration. The special case in which the lateral boundary operators are of the form \( B_j = B_j(D_x) \) was already discussed for illustration in [2]. The general case is, however, more difficult and requires a different treatment.

We state our main results, Theorem 2.3 on the solvability and Theorem 2.4 on the a priori estimate, in Section 2 after the preliminary first section; in order to avoid overlapping in introducing the necessary notions we shall refer to [2]. The proofs of the main results make essential use of some propositions concerning weighted anisotropic Sobolev spaces and of a trace result, which are given in Sections 3 and 4, respectively. In Section 5 we prove Theorem 2.3, and the proof of Theorem 2.4 is finally given in Section 6. Note that throughout the paper the symbol \( C \) is used to denote a generic positive constant.

It seems to us that some more or less loose ideas of compatibility appearing in considerations of initial-boundary value problems can be made precise by the methods of [2] and this work.
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1. Preliminaries

1.1. We begin with some notation. We set

\[ \langle x, \zeta \rangle = x_1 \zeta_1 + \ldots + x_n \zeta_n \]

for \( x = (x', x_n) = (x_1, \ldots, x_{n-1}, x_n) \in \mathbb{R}^n \) and \( \zeta = (\zeta_1, \ldots, \zeta_n) \in \mathbb{R}^n \). Let

\[ \mathbb{R}^n_+ = \{ x = (x', x_n) \in \mathbb{R}^n : x_n > 0 \}, \]

\[ Q = \mathbb{R}^n_+ \times \mathbb{R}^n_+ \subset \mathbb{R} \times \mathbb{R}^{n_+}, \]

\[ \Sigma = \mathbb{R}^n_+ \times \mathbb{R}^{n_+-1} \subset \mathbb{R}_+ \times \mathbb{R}^{n_+-1}, \]

where

\[ \mathbb{R}^n_+ = R_{n+} = \{ t \in R_+ | t > 0 \}. \]

For every multi-index \( \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}^n \) we write

\[ \zeta_\alpha = \zeta_1^\alpha_1 \ldots \zeta_n^\alpha_n \quad \text{and} \quad D^\alpha = D_1^{\alpha_1} \ldots D_n^{\alpha_n} \]

with \( D = D_\alpha = (D_1, \ldots, D_n) \), \( D_k = -i \partial / \partial x_k \) \( (i = \sqrt{-1}) \); in addition, set \( \partial_t = \partial / \partial t \). By \( \gamma_t \) and \( \gamma_n \) we denote the trace operators with respect to \( t \) and \( x_n \), respectively.

1.2. Let \( m_0, m_1, \ldots, m_n \) be positive integers, \( \mu = \max \{ m_k \} \), \( q_k = \mu / m_k \), and \( q = (q_1, \ldots, q_n) \).

We shall consider differential operators

\[ A(\partial_t, D) = \sum_{kq_0 + (\xi, q) = \mu} a_{k\alpha} \partial_t^k D^\alpha \quad (k \in \mathbb{N}, \alpha \in \mathbb{N}^n) \]

and

\[ B_j(\partial_t, D) = \sum_{kq_0 + (\xi, q) = \mu_j} b_{j\alpha} \partial_t^k D^\alpha, \quad j = 1, \ldots, n, \]

where \( a_{k\alpha} \) and \( b_{j\alpha} \) are complex constants, \( \mu_j \equiv 0 \) is the order of \( B_j(\partial_t, D) \), and \( \alpha \equiv m_n \) is a positive integer. We can and shall write them in a self-explanatory manner also in the form

\[ A(\partial_t, D) = \sum_{k \equiv m_0} A_k(D) \partial_t^k, \]

\[ B_j(\partial_t, D) = \sum_{kq_0 \equiv \mu_j} B_{jk}(D) \partial_t^k; \]

note that we prefer here to write for example \( A_k(D) \) instead of \( A^{(k)}(D) \) used in [2].

1.3. Problem (QP). We shall study the initial-boundary value problem

\[ A(\partial_t, D) u = f \quad \text{in} \quad Q, \]

\[ \gamma_t \partial_t^k u = \varphi_k \quad \text{on} \quad \mathbb{R}^n_+, \quad k = 0, \ldots, m_0 - 1, \]

\[ \gamma_n B_j(\partial_t, D) u = g_j \quad \text{on} \quad \Sigma, \quad j = 1, \ldots, n; \]

as in [2] we call it Problem (QP).
In the realizations of Problem (QP) the data \( f, \varphi_k, g_j \), and the solution \( u \) will lie in certain function spaces of the Sobolev type.

1.4. Basic spaces. The norm of a (complex) normed space \( X \) is denoted by \( \| \cdot \|_X \). If \( X, Y, \) and \( Z \) are three normed spaces with \( X \subset Z \) and \( Y \subset Z \) algebraically and topologically, let \( X \cap Y \) be equipped with the norm

\[
\| u \|_{X \cap Y} = (\| u \|_X^p + \| u \|_Y^q)^{1/2}.
\]

Let \( s \geq 0 \) and let \( X \) be a Hilbert space. Assign the weights \( q_0 \) and \( q_k \) to differentiation with respect to \( t \) and \( x_k \), respectively. Then we can introduce in a usual way the Sobolev-type space \( H^s(\Omega; X) \) of \( X \)-valued distributions \( \Omega \rightarrow X \), used here for \( \Omega = \mathbb{R} \) or \( \mathbb{R}_+ \), and further the anisotropic spaces \( H^s(\Omega) \) with \( \Omega = \mathbb{R}_n^+ \) or \( \mathbb{R}_n^{-1} \), and \( H^{(0)}(\Omega) = H^{s,s}(\Omega), H^{(0)}_0(\Omega), \) and \( H^{(0)}_0(\Omega) \) with \( \Omega = \Omega \) or \( \Sigma \). For the definitions of these spaces we refer to [2] and to the references given there.

The weighted Sobolev space \( H^s(\mathbb{R}_+^+; \varrho; X) \) with the weight function \( e^{-\varrho t} \), \( \varrho \geq 0 \), is defined to consist of the distributions \( u : \mathbb{R}_\rightarrow X \) with \( e^{-\varrho t}u \in H^s(\mathbb{R}_+^+; X) \) and is equipped with the norm

\[
\| u \|_{H^s(\mathbb{R}_+^+; \varrho; X)} = e^{-\varrho t}\| u \|_{H^s(\mathbb{R}_+^+; X)}.
\]

Finally, define

\[
H^{(0)}(\varrho; \varrho) = H^s(\mathbb{R}_+^+; \varrho; H^0(\mathbb{R}_+^+)) \cap H^0(\mathbb{R}_+^+; \varrho; H^s(\mathbb{R}_+^+))
\]

and analogously \( H^{(0)}(\Sigma; \varrho) \) as well as the spaces \( H^{(0)}_0(\Omega; \varrho) \) and \( H^{(0)}(\mathbb{R}_n^+; \varrho) \) with \( \Omega = \Omega \) or \( \Sigma \). See [2].

2. Main results

Suppose that the operators \( A(\partial_t, D) \) and \( B_j(\partial_t, D), j = 1, \ldots, \varkappa, \) are given as in 1.2, and set for brevity

\[
\delta = \frac{1}{2}(q_0 + q_n)
\]

and

\[
R(\mu) = \{ s \in \mathbb{R} | s > \max \{ \mu_j \} + q_n / 2 \},
\]

\[
R(\mu, \mu_j) = \{ s \in R(\mu) | s \equiv \mu \},
\]

\[
R_{q_0}(\mu, \mu_j) = \{ s \in R(\mu, \mu_j) | s \equiv q_0 / 2 \text{ mod } q_0 \}.
\]

Without further mention, we assume \( \varrho \equiv 0 \).

We make the following hypotheses:

Hypothesis 1. Problem (QP) is quasi-parabolic, i.e., the operator system

\[
(A(\partial_t, D), (\gamma_0 \partial_t)_{u=0}^{m_0-1}, (\gamma_n B_j(\partial_t, D))_{j=1}^{\varkappa})
\]

is quasi-parabolic in the sense defined in [2].
Remark. We can and shall assume that the coefficient $a_{m_0,0}$ is equal to one.

Hypothesis 2. The operator system

$$B_1(\partial_1, D), \ldots, B_\kappa(\partial_\kappa, D)$$

is normal to $\Sigma$:

(i) $B_j(\partial_1, D)$ is normal to $\Sigma$ of order $\mu_j$, $j=1, \ldots, \kappa$, that is, $q_n|\mu_j$ and the coefficient of $D_n^\mu/q_n$ differs from zero;

(ii) $\mu_j \neq \mu_k$ for $j \neq k$.

2.1. Initial and boundary values. Let $s \in R(\mu, \mu_j)$. Suppose $u \in \mathcal{H}(\partial_1, D)$ and set

$$f = A(\partial_1, D)u,$$

$$\varphi_k = \gamma_i \partial^k u, \quad k = 0, \ldots, m_0 - 1,$$

$$g_j = \gamma_n B_j(\partial_1, D)u, \quad j = 1, \ldots, \kappa.$$

Then, firstly, the initial values

$$\Phi_k = \gamma_i \partial^k u, \quad 0 \leq k q_0 < s - q_0/2,$$

satisfy (see [2], Theorem 7.2)

(1) $\Phi_k = \varphi_k, \quad k = 0, \ldots, m_0 - 1$,

(2) $\Phi_{m_0+r} = T_r f + \sum_{v=0}^{m_0-1} S_r u \sum_{k=0}^{m_0-1-v} A_k(D) \varphi_{v+k}, \quad 0 \leq r q_0 < s - \mu - q_0/2$.

Here the operators $S_r$ and $T_r$ are defined by

$$S_{-r} = 0, \quad r = 1, 2, \ldots,$$

$$S_0 = -\text{Id} \quad \text{(Id = identity)},$$

$$S_r = -\sum_{k=0}^{m_0-1} A_k(D) S_{r-m_0+k}, \quad r = 1, 2, \ldots,$$

and

$$T_{-r} = 0, \quad r = 1, 2, \ldots,$$

$$T_r = \gamma_i \partial^r - \sum_{k=0}^{m_0-1} A_k(D) T_{r-m_0+k}, \quad r = 0, 1, \ldots.$$

Secondly, the initial values $\Phi_k$ and the boundary values $g_j$ satisfy the conditions (LCR) and (GCR):

(LCR) If $\mu_j + v q_0 < s - \delta$ with $v \in N$, then

$$\gamma_i \partial^v g_j = \gamma_n \sum_{k q_0 = \mu_j} B_{jk}(D) \Phi_{v+k}.$$
On quasi-parabolic problems with normal boundary conditions

If \( \mu_j + \nu q_0 = s - \delta \) with \( \nu \in N \), then

\[
\int_0^\infty \int \sum_{kq_0 \equiv \mu_j} (B_j k(D) \Phi_{\nu+k})(x', \sigma^{s/q_0}) - \exp \left( -q \sigma^{s/q_0} \right)(\partial_t g_j)(\sigma^{s/q_0}, x') \, dx' \frac{d\sigma}{\sigma} < \infty.
\]

See [2], § 8.

If we now set

\[
G^s(q) = \prod_{kq_0 < s - q_0/2} H^{s-kq_0-q_0/2}(\mathbb{R}^n_+) \times \prod_{j=1}^\infty H^{s-\mu_j-q_n/2}(\Sigma; q)
\]

and define

\[
F^s(q) = \{ V = ((\Phi_k)_k, (g_j)_j) \in G^s(q) | \ V \ satisfies \ (LCR) \ and \ (GCR) \},
\]

then \( F^s(q) \) is a Hilbert space with respect to the norm whose square is given by

\[
\| V \|_{F^s(q)}^2 = \| V \|_{G^s(q)}^2 + \sum_{\mu_j + \nu q_0 = s - \delta} \int_0^\infty \int \sum_{kq_0 \equiv \mu_j} (B_j k(D) \Phi_{\nu+k})(x', \sigma^{s/q_0}) - \exp \left( -q \sigma^{s/q_0} \right)(\partial_t g_j)(\sigma^{s/q_0}, x') \, dx' \frac{d\sigma}{\sigma}.
\]

We shall also need the subspace \( E^s(q) \) of \( F^s(q) \) which is defined by

\[
E^s(q) = \Psi(H^{(s)}(Q; q))
\]

with the operator

\[
\Psi = ((\gamma_1 \partial_t)_k, (\gamma_n B_j(\partial_t, D))_j).
\]

See [2], § 8.

2.2. We can now state our main results, Theorems 2.3 and 2.4; their proofs will be given in Sections 5 and 6.

2.3. Theorem. Let \( s \in R_{q_0}(\mu, \mu_j) \), and let \( q > 0 \) be as in Theorem 10.2 of [2]. Then Problem \((QP)\) with the data

\[
f \in H^{(s-\mu)}(Q; q),
\]

\[
\varphi_k \in H^{(s-kq_0-q_0/2)}(\mathbb{R}^n_+), \ k = 0, \ldots, m_0 - 1,
\]

\[
g_j \in H^{(s-\mu_j-q_n/2)}(\Sigma; q), \ j = 1, \ldots, \nu,
\]

has a solution \( u \in H^{(s)}(Q; q) \) if and only if the conditions \( (LCR) \) and \( (GCR) \) are satisfied with the \( \Phi_k \) defined by (1)–(2) in 2.1.

Moreover, there is at most one solution of Problem \((QP)\).

2.4. Theorem. Let \( s \) and \( q \) be as in Theorem 2.3. Then, with the notation of 2.1 the a priori estimate

\[
\| u \|_{H^{(s)}(Q; q)} \leq C \left( \| f \|_{H^{(s-\mu)}(Q; q)} + \| ((\Phi_k)_k, (g_j)_j) \|_{E^s(q)} \right)
\]
or, equivalently (see [2], 12.3),
\[
\|u\|_{H^s(Q)}^2 \leq C \left( \|f\|_{H^s(Q)}^2 + \sum_{k=0}^{m-1} \|\varphi_k\|_{H^{s-kq_0-q_0/2}(R^n_+)}^2 + \sum_{j=1}^\infty \|g_j\|_{H^{s-\mu_j-q_0/2}(Z)}^2 \right)
\]
\[
+ \sum_{\mu_j + q_0 = s-\delta} \int_0^\infty \int_0^\infty \left( B_{jk}(D) \Phi_{x+k}(x', \sigma) \right) \left( -q_{s/q_0} \sigma \sigma_{x+k}(x') \right) \sigma \, dx' \, d\sigma
\]
holds for all \( u \in H^s(Q) \).

Remark. The reversed estimates are valid, too. Note also that the right sides of the estimates virtually depend only on \( f, (\varphi_k)_k \), and \( (g_j)_j \).

3. Some basic results on \( H^s_{(0)} \)-spaces

For the proofs of the main results we shall need the following three propositions. Their proofs will be only briefly sketched.

3.1. Proposition. Let \( s \geq 0 \). Then
\[
H^s_{(0)}(Q) = H^0\left( R_{x_n,+} ; H^s_{(0)}(\Sigma) \right) \cap H^s\left( R_{x_n,+} ; H^0(\Sigma) \right)
\]
with equivalent norms.

Proof. We have

Lemma. If \( s = kq_0 \) with \( k \in \mathbb{N} \), then the spaces \( H^s_{(0)}(Q) \) and
\[
H^0\left( R_{x_n,+} ; H^s_{(0)}(\Sigma) \right) \cap H^s\left( R_{x_n,+} ; H^0(\Sigma) \right)
\]
are isomorphic.

In fact, by definition
\[
H^s_{(0)}(Q) = H^0\left( R_{t,+} ; H^0\left( R^n_+ \right) \right) \cap H^0\left( R_{t,+} ; H^s\left( R^n_+ \right) \right).
\]
Now use the extension operator and the Fourier transformation with respect to \( t \) to show, by Fubini's theorem, that the spaces
\[
H^0\left( R_{t,+} ; H^0\left( R^n_+ \right) \right)
\]
and
\[
H^0\left( R_{x_n,+} ; H^0\left( R^n_+ \right) \right)
\]
are isomorphic. On the other hand, use the extension operator and the Fourier transformation with respect to \( x_n \) to see that the spaces
\[
H^0\left( R_{t,+} ; H^s\left( R^n_+ \right) \right)
\]
On quasi-parabolic problems with normal boundary conditions

and

\[ H^0(R^n, x_1, +; H^0(R^n, +; H^s(R^{n-1})) \cap H^s(R^n, x_1, +; H^0(R^n, +; H^0(R^{n-1}))) \]

are isomorphic. Then the assertion follows.

The result of this lemma can be extended by interpolation to all \( s \geq 0 \). To complete the proof, apply then the mapping \( u \mapsto e^{-et} u \).

3.2. Proposition. Let \( \Omega \) stand for \( Q \) or \( \Sigma \). If \( s_1 > s_2 \geq 0 \) and \( s_3 = (1-\theta)s_1 + \theta s_2 \) with \( 0 < \theta < 1 \), then

\[ [H^{(s_1)}(\Omega; \varrho), H^{(s_2)}(\Omega; \varrho)] = H^{(s_3)}(\Omega; \varrho) \]

with equivalent norms; here \( [X, Y] \) denotes the interpolation space for the interpolation couple \( \{X, Y\} \) of two Hilbert spaces \( X \) and \( Y \) (see [1], Chap. I).

Proof. Since (see [2], Proposition 4.9)

\[ [H^{(s_1)}(\Omega), H^{(s_2)}(\Omega)] = H^{(s_3)}(\Omega) \]

it suffices to apply the isomorphism

\[ H^{(s_0)}(\Omega; \varrho) \rightarrow H^{(s)}(\Omega; \varrho) : u \mapsto e^{-et} u. \]

3.3. Proposition. Let \( \Omega \) be as in Proposition 3.2, and let \( s \geq 0 \). Then \( h \in H^{(s)}(\Omega; \varrho) \) if and only if

(i) \( h \in H^{(s)}(\Omega; \varrho) \)

and

(ii) \( \int \int \exp (-\varrho \sigma)(\partial^\gamma h)(\sigma, y)^2 \, dy \, d\sigma < \infty \) if \( s - q_0/2 = v q_0 \) with \( v \in \mathbb{N} \).

Condition (i) is equivalent to the condition

(i') \( h \in H^{(s)}(\Omega; \varrho) \) and \( \gamma \partial^\gamma h = 0 \) for \( 0 \leq v q_0 < s - q_0/2 \),

and (ii) to the condition

(ii') \( t^{-1/2} \partial^\gamma h \in H^{(0)}(\Omega; \varrho) \).

Furthermore, if \( s = v q_0 + q_0/2 \) with \( v \in \mathbb{N} \), then the square of the norm of \( h \in H^{(s)}(\Omega; \varrho) \) is equivalent to

\[ \| h \|^2_{H^{(s)}(\Omega; \varrho)} + \| t^{-1/2} \partial^\gamma h \|^2_{H^{(0)}(\Omega; \varrho)}. \]

Proof. In order to prove the first part, it is essentially enough to note that

\[ \chi = e^{-et} h \in H^{(s)}(\Omega) \]

if and only if \( \chi \in H^{(s)}(\Omega) \) and

\[ \int \int |(\partial^\gamma \chi)(\sigma, y)|^2 \, dy \, d\sigma < \infty \] if \( s = v q_0 + q_0/2 \),

and then to employ the Leibniz formula.
To verify the equivalence of the norms, observe first that the square of the norm of $h \in H^{(0)}_0(\Omega; \varrho)$ is equivalent to
\[
\|e^{-gt}h\|^2_{H^r(\mathbb{R}^+; H^0)} + \|e^{-gt}h\|^2_{H^0(\mathbb{R}^+; H^r)} + \|t^{-1/2} \partial_t^r(e^{-gt}h)\|^2_{H^0(\mathbb{R}^+; H^0)},
\]
where $H^r$ stands for $H^r(\mathbb{R}^+)$ or $H^r(\mathbb{R}^+)$. Next show that
\[
\|t^{-1/2} e^{-gt} \partial_t^k h\|_{H^0(\mathbb{R}^+; H^0)} \leq C \|h\|_{H^{(\sigma)}(\Omega; \varrho)}
\]
for $k < \nu$, and use the Leibniz formula to obtain
\[
\|h\|^2_{H^{(\sigma)}(\Omega; \varrho)} \leq C(\|h\|^2_{H^{(\sigma)}(\Omega; \varrho)} + \|t^{-1/2} \partial_t^k h\|^2_{H^{(\sigma)}(\Omega; \varrho)}),
\]
The reversed estimate follows from the inequality
\[
\|t^{-1/2} \partial_t^k h\|_{H^{(\sigma)}(\Omega; \varrho)} \leq C \|h\|_{H^{(\sigma)}(\Omega; \varrho)},
\]
proved by induction, for example.

4. A trace result

4.1. Proposition. Let $\varphi \in R(\mu_j)$. Suppose Hypothesis 2 is satisfied. Then the mapping
\[
(\gamma_n B_j(\partial_t, D))_j: H^{(\sigma)}_0(\Sigma; \varphi) \rightarrow \prod_j H^{(\sigma - j\mu_j, q_n/2)}(\Sigma; \varphi)
\]
is a continuous surjective operator which has a continuous linear right inverse $B^{-1}_R$.

Proof. First we have

Lemma. The mapping
\[
(\gamma_n D^j_n)_{j, q_n < s - q_n/2}: H^{(\sigma)}_0(\Sigma; \varphi) \rightarrow \prod_j H^{(\sigma - j\mu_j, q_n/2)}(\Sigma; \varphi)
\]
is a continuous surjective operator with a continuous linear right inverse $(\gamma_n^s)^{-1}_R$.

To see this, use a known trace result (see [1], § 4.2), Propositions 3.1 and 3.2, and the open mapping theorem.

From the previous lemma and from Proposition 6.7.4 of [2] it now follows in the usual way (cf. [3], Section 7-8) that the assertion is true for any Dirichlet system
\[
F_k(\partial_t, D), \quad 0 \leq k q_n < s - q_n/2,
\]
where the order of $F_k(\partial_t, D)$ is $k q_n$ and the coefficient of $D^k_n$ differs from zero. Let $F^{-1}_R$ denote the corresponding inverse.

Finally, to prove the general case, it suffices to extend the system $\{B_j(\partial_t, D)\}$ to a Dirichlet system $\{F_k(\partial_t, D)\}$ and then to consider an appropriate restriction of the inverse $F^{-1}_R$. 

5. Proof of the solvability (Theorem 2.3)

5.1. We first recall the following general result:

Theorem. ([2], Theorem 11.2.) Let \( s \in R_{\eta_0}(\mu, \mu_j) \), and let \( \eta \) be as in Theorem 10.2 of [2]. Under Hypothesis 1 Problem \((QP)\) has a solution \( u \in H^{(\eta)}(Q; \eta) \) if and only if

\[
((\Phi_k)_k, (g_j)_j) \in E^{s}(\eta).
\]

Moreover, there is at most one solution.

Thus we are led to prove the next theorem.

5.2. Theorem. Let \( s \in R(\mu_j) \). Under Hypothesis 2 we have \( E^{s}(\eta) = F^{s}(\eta) \).

Proof. Let \( V = ((\Phi_k)_k, (g_j)_j) \in F^{s}(\eta) \). First define

\[
v = (\gamma_{\eta}^s)_{R_1}^{-1}(\Phi_k)_k \in H^{(\eta)}(Q; \eta),
\]

where \((\gamma_{\eta}^s)_{R_1}^{-1}\) is the continuous linear right inverse of the operator

\[
\gamma_{\eta}^s = (\gamma_t, \partial_t, \partial_{x_0} < s - q_0/2; H^{(\eta)}(Q; \eta) \rightarrow \prod_k H^{s-kq_0-q_0/2}(R_+^n); \]

see [2], Proposition 4.7. Set now

\[
f_j = \gamma_a B_j(\partial_t, D)v \in H^{(s-\mu_j-q_0/2)}(\Sigma; \eta)
\]

and

\[
h_j = g_j - f_j.
\]

Then

\[
((\Phi_k)_k, (f_j)_j) = \Psi v \in E^{s}(\eta),
\]

so that

\[
((0)_k, (h_j)_j) \in F^{s}(\eta).
\]

Thus we have

\[
\gamma_t \partial_t h_j = 0 \quad \text{if} \quad \mu_j + vq_0 < s - \delta
\]

and

\[
\int_0^\infty \int \left| \exp(-\sigma)(\partial_t h_j)(\sigma, x') \right|^2 dx' \frac{d\sigma}{\sigma} < \infty \quad \text{if} \quad \mu_j + vq_0 = s - \delta.
\]

Hence Proposition 3.3 implies that

\[
h_j \in H^{(s-\mu_j-q_0/2)}(\Sigma; \eta), \quad j = 1, \ldots, \kappa.
\]

If we set, applying Proposition 4.1,

\[
w = B_{R_1}^{-1}(h_j)_j \in H^{(0)}(Q; \eta),
\]

then

\[
\gamma_a B_j(\partial_t, D)w = h_j, \quad j = 1, \ldots, \kappa,
\]
and, by Proposition 3.3,
\[ \gamma_t \partial_t^k w = 0 \quad \text{for} \quad 0 \leq k q_0 < s - q_0/2. \]

Let us now define
\[ u = v + w \in H^{(\omega)}(Q; \varrho). \]
Then
\[ \gamma_t \partial_t^k u = \Phi_k, \quad 0 \leq k q_0 < s - q_0/2, \]
and
\[ \gamma_n B_j(\partial_t, D) u = f_j + h_j = g_j, \quad j = 1, \ldots, \pi, \]
that is,
\[ ((\Phi_k)_k, (g_j)_j) = \Psi u \in E^s(\varrho). \]
Thus we have \( F^s(\varrho) \subset E^s(\varrho) \), and consequently \( E^s(\varrho) = F^s(\varrho) \).

6. Proof of the a priori estimate (Theorem 2.4)

6.1. We can make use of the next theorem.

Theorem. ([2], Theorem 12.2) Let \( s \in R_{q_0}(\mu, \mu_j) \), and let \( \varrho > 0 \) be as in Theorem 10.2 of [2]. Under Hypothesis 1 the a priori estimate
\[ \| u \|_{H^{(\omega)}(Q; \varrho)} \leq C(\| f \|_{H^{(\omega - \nu)}(Q; \varrho)} + \| ((\Phi_k)_k, (g_j)_j) \|_{E^s(\varrho)}) \]
holds for all \( u \in H^{(\omega)}(Q; \varrho) \) if and only if the operator
\[ \Psi : H^{(\omega)}(Q; \varrho) \rightarrow E^s(\varrho) \]
has a continuous linear right inverse.

Accordingly, it suffices to prove the following result:

6.2. Theorem. Let \( s \in R(\mu_j) \). If Hypothesis 2 is satisfied, the operator
\[ \Psi : H^{(\omega)}(Q; \varrho) \rightarrow E^s(\varrho) \]
has a continuous linear right inverse.

Proof. We employ the proof of Theorem 5.2, and define a mapping
\[ \Psi_R^{-1} : E^s(\varrho) \rightarrow H^{(\omega)}(Q; \varrho) \]
by setting, for every \( V = ((\Phi_k)_k, (g_j)_j) \in E^s(\varrho) \),
\[ \Psi_R^{-1} V = u = v + w = (\gamma_t^* R^{-1}_R(\Phi_k)_k + B^{-1}_R(h_j)_j \]
\[ = (\gamma_t^* R^{-1}_R(\Phi_k)_k + B^{-1}_R(g_j - \gamma_n B_j(\partial_t, D)(\gamma_t^* R^{-1}_R(\Phi_k)_k)_j. \]
Then \( \Psi_R^{-1} \) is a linear right inverse of \( \Psi \).
In order to verify the continuity of $\Psi_R^{-1}$, we first write
\[ \|\Psi_R^{-1} V\|_{H^s(Q; \varrho)} \lesssim \|(\gamma_t^s)^{-1}(\Phi_k)_j\|_{H^s(Q; \varrho)} + \|B_R^{-1}(h_j)\|_{H^s(Q; \varrho)}. \]

Here we have (see [2], Proposition 4.7)
\[ \|(\gamma_t^s)^{-1}(\Phi_k)_j\|_{H^s(Q; \varrho)} \lesssim \sum_k \|\Phi_k\|_{H^{s-kq_0-q_0/2}(R^n_+)} , \]
and Proposition 4.1 implies that
\[ \|B_R^{-1}(h_j)\|_{H^s(Q; \varrho)} \lesssim C \sum_j \|h_j\|_{H^{(s-\mu_j-q_0/2)}(\Sigma; \varrho)} , \]
It follows from Proposition 3.3 that
\[ \sum_j \|h_j\|_{H^{(s-\mu_j-q_0/2)}(\Sigma; \varrho)} ^2 \lesssim C \left( \sum_j \|g_j-f_j\|_{H^{(s-\mu_j-q_0)}(\Sigma; \varrho)} ^2 + \sum_{\mu_j+\nu_0=q_0-s-\varrho} \|t^{-1/2} \partial^y_t (g_j-f_j)\|_{H^0(\Sigma; \varrho)} ^2 \right) \]
\[ = C(\Sigma_1 + \Sigma_2) . \]
Using the definition of the $f_j$, we obtain here
\[ \Sigma_1 \equiv C \left( \sum_j \|g_j\|_{H^{(s-\mu_j-q_0)}(\Sigma; \varrho)} ^2 + \sum_k \|\Phi_k\|_{H^{s-kq_0-q_0/2}(R^n_+)} ^2 \right) . \]

In the sum $\Sigma_2$ we have
\[ \|t^{-1/2} \partial^y_t (g_j-f_j)\|_{H^0(\Sigma; \varrho)} ^2 \]
\[ \equiv C \left( \int_0^\infty \int | \sum_{kq_0=\mu_j} (B_{jk}(D) \Phi_j)_k(x', \sigma^{s/q_0}) - \exp (-\varrho \sigma^{s/q_0}) (\partial^y_t g_j)(\sigma^{s/q_0}, x') |^2 \sigma^2 d\sigma \right) \]
\[ \equiv C \left( \int_0^\infty \int | \sum_{kq_0=\mu_j} (B_{jk}(D) \Phi_j)_k(x', \sigma^{s/q_0}) - \exp (-\varrho \sigma^{s/q_0}) (\partial^y_t f_j)(\sigma^{s/q_0}, x') |^2 \sigma^2 d\sigma \right) . \]
Since $(\Phi_k)_j, (f_j)_j \in E^s(q)$, this gives
\[ \Sigma_2 \equiv C \left( \|V\|_{E^s(q)} ^2 + \|\nu\|_{H^s(Q; \varrho)} ^2 \right) \equiv C \|V\|_{E^s(q)} ^2 . \]
Thus we have
\[ \|\Psi_R^{-1} V\|_{H^s(Q; \varrho)} \lesssim C \|V\|_{E^s(q)} \]
for all $v \in E^s(q)$, which completes the proof.

Remark. Note that the existence of a continuous linear right inverse can also be deduced by Theorem 5.2 and the open mapping theorem.
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