EXTERIOR BOUNDARY VALUE PROBLEMS FOR ELLIPTIC EQUATIONS
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1. Introduction

In some exterior domain \( \Omega \subset \mathbb{R}^n, n \geq 2 \), having a smooth boundary \( \Gamma_0 := \partial \Omega \), we consider a strongly elliptic operator

\[
A := \sum_{0 \leq |\alpha|, |\beta| \leq m} (-1)^{|\alpha|} \partial^\alpha (a_{\alpha \beta} \partial^\beta)
\]

of order \( 2m, m > 0 \). Our aim is to prove Fredholm theorems with explicitly stated solvability conditions for the problem

\[
Au = f, \quad B_j u|_{\Gamma_0} = g_j, \quad j = 0, \ldots, m-1,
\]

where the boundary operators

\[
B_j u := \sum_{|\nu| = m_j} b_{j \nu} \partial^\nu u
\]

of order \( m_j \geq 2m - 1 \) are supposed to cover the operator \( A \) and to be a normal system on the boundary \( \Gamma_0 \). The coefficients are assumed to be smooth on the closed domain \( \overline{\Omega} = \Omega \cup \Gamma_0 \). In addition to equations (1.2), we shall later impose an additional condition for the behaviour of the solution at infinity. This is necessary to guarantee that the boundary value problem is of Fredholm type. The conditions of solvability will be stated explicitly by means of an appropriate adjoint boundary value problem.

Our results will cover e.g. potential equations as well as problems of the radiation type.

In the case of bounded domains the solvability properties of the regular problem
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(1.2) in the Sobolev space $H^{2m}(\Omega)$ for the data

$$(f; g_0, \ldots, g_{m-1}) \in L^2(\Omega) \times \prod_{j=0}^{m-1} H^{2m-m_j-1/2}(\Gamma_0)$$

are well known. In particular, the associated operator $u \rightarrow (Au; B_0u, \ldots, B_{m-1}u)$ is an indexed operator and the conditions of the solvability of (1.2) can be described by an adjoint boundary value problem, Lions and Magenes [21], Theorem 5.3, p. 164.

No corresponding general results are known for exterior domains. On the other hand, there are numerous papers dealing with special problems of type (1.2) in exterior domains. To obtain a reasonable theory, the behaviour of the solutions at infinity has to be taken into account. We mention the main types of problems which have interest from a purely mathematical point of view as well as due to their applications in mathematical physics.

An important class of earlier papers considers problems where a "radiation condition" must be satisfied. The simplest example is the reduced wave equation where $A=A+k^2$, $k>0$. This operator and its second order generalizations have been studied by Eidus [7], Jäger [13], Saito [30], Wilcox [42] and Witsch [43] among others. For earlier references, see the literature in these articles. These papers, apart from [42] and [43], deal with the Dirichlet boundary condition where the corresponding boundary value problem is uniquely solvable.

In [43] an oblique type boundary condition is considered. A Fredholm alternative is proved with explicitly stated solvability conditions.

Generalizations of the theory of the reduced wave equation, also called Helmholtz's equation, to higher order equations were given by Finoženok [9], Grušin [10], Vaǐnberg [35], [36] and Vogelsang [38], [39]. Apart from [36] only the whole space problem or the exterior Dirichlet problem is discussed. In [36], Vaǐnberg considers general regular boundary value problems and proves a Fredholm type result. However, the orthogonality conditions are not described.

The potential equation has also been solved in the whole space or in exterior domains, Courant and Hilbert [4], Kudrjavcev [16], Meyers and Serrin [22], Neittaanmäki [23] (fourth order), Saranen [33], Witsch [43]. For a comprehensive treatment including nonlinear problems with the Dirichlet boundary condition we refer to Edmunds and Evans [6]. In dealing with problems of this type, one uses function spaces which, roughly speaking, require that the functions fall to zero sufficiently rapidly at infinity. The results concerning the potential equation (Poisson equation) can be extended to other static problems, as we shall see in Section 4 of the present paper.

Whole space and exterior problems for polyharmonic equations and for more general related equations were considered by Paneyah [24], Saranen [32], Vekua [37] and Witsch [45]. They have defined the solution by a suitable decomposition method which reduces the problem to a system of lower order equations. In the exterior
case the boundary conditions were of the Dirichlet- or Riquier-type, which in the polyharmonic case $A = A^m$ prescribes $u, \Delta u, \ldots, \Delta^{m-1}u$ at the boundary (cf. [37], p. 347). The plate equation, which represents a fourth order equation and describes real physical phenomena, partly falls into this group. Related exterior problems have been studied by Leis [18], [19], Neittaanmäki [23], Polis [27], Saranen [31], Wickel [40], [41] and Witsch [44].

Here we give a unified approach to the general exterior boundary value problem (1.2) under the assumption that the corresponding Dirichlet problem can be solved for an exterior subdomain of $\Omega$. We use the alternating method, which goes back to Schwarz and was employed by Leis [17] and Witsch [43] in the case of exterior problems. It is worth observing that in contrast to these works no unique continuation property is needed in our modification of the alternating method. The importance of this lies in the fact that the unique continuation is not valid for all elliptic equations; for counter-examples see Pliš [25], [26] and for the cases where this property has been verified see e.g. Calderón [3] and Protter [28].

The solution is built up from solutions of an exterior Dirichlet problem and a boundary value problem in a bounded domain, imposing the boundary conditions (1.2) on its boundary component $\Gamma_0$. The fact that the unique continuation property can be avoided is essentially due to an effective use of Fredholm inverses of the linear operators describing the auxiliary boundary problems.

According to our key result, Theorem 3.6, problem (1.2) has a finite index which is exactly the sum of the indices of the auxiliary problems mentioned above. Furthermore, we are able to give the orthogonality conditions for the solvability by means of an adjoint exterior boundary value problem.

In the remaining sections we shall apply Theorem 3.6 to various types of problems. In Section 4, potential type problems are discussed. These are the problems of the form (1.2) where the coefficients of the elliptic operator $A$, not belonging to the principal part, fall to zero sufficiently rapidly at infinity.

In Section 5 we achieve a Fredholm theorem for general elliptic radiation problems. Thereby we apply the results of Vogelsang [38], [39], derived for exterior Dirichlet problems. Thus, our Fredholm theorem for the radiation problems in this section is achieved essentially for the class of operators considered by Vogelsang.

For $x \to \infty$, the operators discussed in Section 5 have to tend to a limit operator $A_\infty(\partial)$ with constant coefficients. A crucial assumption on this limit operator is that the zeros of $A_\infty(\xi)$ are simple. This condition is violated in the case of products of Helmholtz operators, which we treat in the last section.
2. Preliminaries

2.1. Notation. If $A$ is a subset of the Euclidean space $\mathbf{R}^n$, then $\bar{A}$ and $\partial A$ denote the closure and the boundary of $A$ in the topology of $\mathbf{R}^n$. If for two subsets $A$ and $B$ holds $\bar{A} \subset B$ and if $\bar{A}$ is compact, we write $A \subset B$.

We use the standard Sobolev spaces $H^s(\Omega)$, $s \geq 0$ for functions in $\Omega$ and the boundary spaces $H^s(\Gamma)$, $s \in \mathbf{R}$. For the definition of these spaces, see Lions and Magenes [21], p. 34, p. 40. Thus we have $L^2(\Omega) = H^0(\Omega)$ and $L^2(\Gamma) = H^0(\Gamma)$. In the spaces $H^s(\Omega)$ and $H^s(\Gamma)$ we use the norms $\| \cdot \|_{s,\Omega}$ and $\| \cdot \|_{s,\Gamma}$. When appropriate, the norm of the space $X$ is also denoted by $\| \cdot \|(X)$. The spaces $L^2(\Omega)$ and $L^2(\Gamma)$ are endowed with the usual $L^2$ inner products $(u|v)_{0,\Omega}$ and $(u|v)_{0,\Gamma}$, respectively. The last notation is also employed for the sesquilinear duality pairing for the pair $(H^s(\Gamma), H^{-s}(\Gamma))'$, extending the $L^2(\Gamma)$ inner product.

2.2. Regular boundary value problems. We recall the contents of the essential notations in connection with regular boundary value problems. This notion is usually employed for boundary value problems in bounded domains. Here the same term also is used for exterior problems when there is no "boundary condition at infinity" required.

Let

\begin{equation}
A_{2m}(x, \xi) = \sum_{|\alpha|=|\beta|=m} a_{\alpha\beta}(x) \xi^{2\beta + \beta}, \quad x \in \bar{\Omega}, \quad \xi \in \mathbf{R}^n
\end{equation}

be the characteristic form of the differential operator

\begin{equation}
A = \sum_{0 \leq |\alpha|, |\beta| \leq m} (-1)^{|\alpha|} \partial^\alpha (a_{\alpha\beta} \partial^\beta).
\end{equation}

We assume that the coefficients $a_{\alpha\beta}$ are smooth in $\bar{\Omega}$, $a_{\alpha\beta} \in C^\infty(\bar{\Omega})$. The operator $A$ is assumed to be properly as well as strongly elliptic in $\bar{\Omega}$. The proper ellipticity of $A$ means that for any fixed $x \in \bar{\Omega}$ and linear independent vectors $\xi, \eta \in \mathbf{R}^n$ the polynomial $A_{2m}(x, \xi + \eta)$ in $\tau$ has exactly $m$ roots with positive and $m$ roots with negative imaginary parts. By the strong ellipticity in $\bar{\Omega}$ we assume that for any $R > 0$

\begin{equation}
\text{Re} A_{2m}(x, \xi) \equiv a_0(R) |\xi|^{2m}, \quad (x, \xi) \in \bar{\Omega}(R) \times \mathbf{R}^n,
\end{equation}

where $a_0(R) > 0$ and $\bar{\Omega}(R) := \{ x \in \bar{\Omega} : |x| < R \}$ (cf. [21], p. 110—111).

Furthermore, we suppose that there are given boundary operators $B_j$, $j = 0, \ldots, m-1$ of order $m_j \leq 2m-1$ such that

\begin{equation}
B_j = \sum_{|\nu| \leq m_j} b_{j\nu}(x) \partial^n
\end{equation}

and that the coefficients $b_{j\nu}$ are smooth, $b_{j\nu} \in C^\infty(\Gamma_0)$.

For the following definitions see [21] p. 112—114.
Definition 2.1. A system \( \{D_j\}_{j=0}^k \) of boundary operators
\[ D_j := \sum_{|\nu| = k_j} d_{j\nu}(x) \partial^\nu \]
is normal on \( \Gamma_0 \) if
(i) \( k_j \neq k_f \) for \( i \neq j \),
(ii) \( \sum_{|\nu| = k_j} d_{j\nu}(x) \xi^\nu \neq 0 \) for all \( \xi \neq 0 \) such that \( \xi \) is a normal vector of \( \Gamma_0 \) at the point \( x \in \Gamma_0 \).

The system is a Dirichlet system of order \( k \) if it is normal on \( \Gamma_0 \) and if the orders \( k_j \) of \( D_j \) form a permutation of the numbers \( 0, 1, \ldots, k \).

Definition 2.2. The system \( \{B_j\}_{j=0}^{m-1} \) covers the operator \( A \) on \( \Gamma_0 \) if for all \( x \in \Gamma_0 \) and \( \xi \in \mathbb{R}^n, \xi \neq 0 \), such that \( \xi \) is tangential to \( \Gamma_0 \) at \( x \), and for all \( \eta \in \mathbb{R}^n, \eta \neq 0 \), such that \( \eta \) is normal to \( \Gamma_0 \) at \( x \), the complex polynomials of \( \tau \), \( \sum_{|\nu| = m_j} b_{j\nu}(x)(\xi + \eta)^\nu \), \( j = 0, \ldots, m-1 \) are linearly independent modulo the polynomial \( \prod_{i=1}^m (\tau - \tau_i^+(x, \xi, \eta)) \), where \( \tau_i^+(x, \xi, \eta) \) are the roots of the polynomial \( A_{2m}(x, \xi + \eta) \) in \( \tau \) with positive imaginary part.

Finally, we recall the definition of a regular boundary value problem
\[ Au = f, \quad \text{in } \Omega, \]
\[ B_j u|_{\Gamma_0} = g_j, \quad j = 0, \ldots, m-1. \]

Let us first remark that regular boundary value problems (2.5) have been studied completely in bounded domains. The term "regular" does not require that the operator \( A \) be strongly elliptic as supposed by us for exterior domains. For the regularity of (2.5) it is enough that the operator \( A \) is properly elliptic. We shall point out where our stronger assumption comes into use.

Definition 2.3. Let \( A \) be a properly elliptic operator of order \( 2m \) in \( \Omega \) with smooth coefficients in \( \Omega \) and let \( \{B_j\}_{j=0}^{m-1} \) be a system of boundary operators \( B_j \) with smooth coefficients in \( \Gamma_0 \) and of order \( m_j \leq 2m-1 \). Then the boundary value problem (2.5) is regular if \( \{B_j\}_{j=0}^{m-1} \) is a normal system covering the operator \( A \) on \( \Gamma_0 \).

For shortness we also say that the problem \( (A; \{B_j\}_{j=0}^{m-1}) \) is regular.

2.3. Solvability in bounded domains. In treating the exterior boundary value problem we shall make use of the solvability properties of regular problems in smooth bounded domains.

The exact statement of problem (2.5) in the space \( H^{2m}(\Omega) \) is given as follows. With the problem \( (A, \{B_j\}_{j=0}^{m-1}) \) we associate an operator \( \mathcal{P}: H^{2m}(\Omega) \to L^2(\Omega) \times H^{2m-m_j-1/2}(\Gamma_0) =: L^2(\Omega) \times X_0 \) such that
\[ \mathcal{P} u := (Au; B_0 u, \ldots, B_{m-1} u) =: (Au; Bu), \]
where \( B_j u \in H^{2m-m_j-1/2}(\Gamma_0) \) is defined as a trace. Now, given the data \( (f; g) := (f; g_0, \ldots, g_{m-1}) \in L^2(\Omega) \times X_0 \), the function \( u \in H^{2m}(\Omega) \) is a solution of (2.5) if and only if we have \( \mathcal{P} u = (f; g) \).
The essential tools in describing the solvability of problem (2.5) are Green's formula and an appropriate adjoint problem. Let $A^*$ be the formal adjoint of $A$

$$A^* = \sum_{0 \leq |\alpha|,|\beta| \leq m} (-1)^{|\alpha|} \partial^\alpha (\bar{a}_{\beta} \partial^\beta)$$

and let $C = \{ C_j \}_{j=0}^{m-1}$ be a system of boundary operators $C_j$ with smooth coefficients and of order $\mu_j \leq 2m - 1$ such that $\{ C_j \}_{j=0}^{m-1}$ is adjoint to $\{ B_j \}_{j=0}^{m-1}$ in the sense of [21], p. 121. This means that there exist two families $S = \{ S_j \}_{j=0}^{m-1}$ and $T = \{ T_j \}_{j=0}^{m-1}$ of boundary operators $S_j$ and $T_j$ with smooth coefficients and of order $2m - 1 - \mu_j$ and $2m - 1 - m_j$, respectively, such that the systems $\{ B; S \}$ and $\{ C; T \}$ are Dirichlet systems of order $2m$, and that we have Green's formula

$$\langle Au|v \rangle_{0,\Omega} - \langle u|A^*v \rangle_{0,\Omega} = \sum_{j=0}^{m-1} \langle B_j u|T_j v \rangle_{0,\Omega} - \langle S_j u|C_j v \rangle_{0,\Omega}$$

for all $u, v \in H^{2m}(\Omega)$, cf. [21], p. 114—115 with different notation.

The adjoint problem

$$A^* u = f,$$

$$C_j u|_{\Gamma_0} = g_j, \quad j = 0, \ldots, m-1,$$

is given by the operator $\mathcal{P}^*: H^{2m}(\Omega) \to L^2(\Omega) \times X_0$ such that

$$\mathcal{P}^* u = (A^* u; C_0 u, \ldots, C_m u).$$

The adjoint boundary value problem is not uniquely defined. However, any adjoint problem makes it possible to describe the solvability conditions of boundary value problem (2.5). If, in particular, $B_j u = \gamma_j u = (\partial/\partial n)^j u|_{\Gamma_0}$, then $C_j$ can be chosen as $C_j = \gamma_j$. We recall that the linear operator $T : X \to Y$, with normed spaces $X$ and $Y$, is an indexed operator if its kernel $N(T)$ is finite dimensional and if its range $R(T)$ is closed and has a finite codimension. The index $\kappa(T)$ is given by

$$\kappa(T) = \dim N(T) - \text{codim } R(T).$$

The solvability of regular problems in the space $H^{2m}(\Omega)$ is settled by the following result ([21] p. 164).

**Theorem 2.4.** Let $\mathcal{P} = (A; B_0, \ldots, B_{m-1}) : H^{2m}(\Omega) \to L^2(\Omega) \times X_0$ describe a regular boundary problem in the smooth bounded domain $\Omega$ and let $\mathcal{P}^* = (A^*; C_0, \ldots, C_m)$ describe an adjoint. Then $\mathcal{P}$ is a continuous indexed operator and for the range $R(\mathcal{P})$ the following characterization is true: the data $(f; g_0, \ldots, g_{m-1}) \in L^2(\Omega) \times X_0$ belong to $R(\mathcal{P})$ if and only if

$$\langle f|v \rangle_{0,\Omega} - \sum_{j=0}^{m-1} \langle g_j|T_j v \rangle_{0,\Omega} = 0$$

for all $v \in N(\mathcal{P}^*)$. Thus we have $\text{codim } R(\mathcal{P}) = \dim N(\mathcal{P}^*)$,

$$\kappa(\mathcal{P}) = \dim N(\mathcal{P}) - \dim N(\mathcal{P}^*).$$
Note that $\mathcal{P}^*: H^{2m}(\Omega) \to L^2(\Omega) \times X_0$ is also a continuous indexed operator and that $\mathcal{P}$ is an adjoint of $\mathcal{P}^*$ in the previous sense.

2.4. Exterior problem, assumptions. Let now $\Omega$ be an exterior domain with the smooth boundary $\Gamma_0$. We consider the regular boundary value problem (2.5). We shall define this problem and describe its solvability in a similar general frame as was presented in the previous section for bounded domains. However, the behaviour at infinity must be taken into account.

Let us abbreviate

$$H^s_{\text{vox}}(\overline{\Omega}) = \{u \in H^s(\Omega) \mid \text{supp } u \text{ bounded}\},$$

$$H^s_{\text{loc}}(\overline{\Omega}) = \{u \in H^s_{\text{loc}}(\Omega) \mid \varphi u \in H^s(\Omega), \quad \varphi \in \mathcal{D}(\mathbb{R}^n)\},$$

$$H^s_{0, \text{loc}}(\overline{\Omega}) = \{u \in H^s_{\text{loc}}(\Omega) \mid \varphi u \in H^s(\Omega), \quad \varphi \in \mathcal{D}(\mathbb{R}^n)\}.$$

Here supp $u$ is the support of the function $u$ and, for any open set $\overline{\Omega} \subset \mathbb{R}^n$, $\mathcal{D}(\overline{\Omega})$ denotes the space of infinitely differentiable functions $\varphi$ with supp $\varphi \subset \subset \overline{\Omega}$ (the "testfunctions of $\overline{\Omega}$"). Furthermore, $H^s_0(\overline{\Omega})$ is the closure of $\mathcal{D}(\overline{\Omega})$ in $H^s(\overline{\Omega})$.

We define problem (2.5) by means of the operator

$$\mathcal{P}: J(\Omega) \to K(\Omega) \times \prod_{j=0}^{m-1} H^{2m-m_j-1/2}(\Gamma_0) = K(\Omega) \times X_0,$$

where $\mathcal{P}$ is defined by (2.6) and where $J(\Omega)$ and $K(\Omega)$ are given linear function spaces. The exterior problem (2.5) is now stated as the equation

$$\mathcal{P} u = (f; g).$$

In order to describe the solvability of (2.15), we introduce the adjoint $\mathcal{P}^*$ of $\mathcal{P}$ such that

$$\mathcal{P}^*: J^*(\Omega) \to K(\Omega) \times X_0$$

and that

$$\mathcal{P}^* u := (A^* u; Cu) := (A^* u; C_0 u, \ldots, C_{m-1} u),$$

where the system $\{C_j\}_{j=0}^{m-1}$ is adjoint to $\{B_j\}_{j=0}^{m-1}$. The spaces $J^*(\Omega)$ and $K(\Omega)$ ($J^*(\Omega)$ denotes either $J(\Omega)$ or $J^*(\Omega)$) are required to satisfy certain conditions which are given by the following assumptions (A1)—(A6).

First, we assume that

(A1) (i) $H^{2m}_{\text{vox}}(\overline{\Omega}) \subset J^*(\Omega) \subset H^{2m}_{\text{loc}}(\overline{\Omega})$,

(ii) $K(\Omega) \subset L^2(\Omega)$; either $K(\Omega)$ is normed and the inclusion is continuous, or $K(\Omega) = H^0_{\text{vox}}(\overline{\Omega})$ equipped with the locally convex topology of $H^0_{\text{vox}}(\overline{\Omega})$.

(iii) $Au \in K(\Omega)$, $A^* v \in K(\Omega)$ if $u \in J(\Omega)$, $v \in J^*(\Omega)$.

In particular, assumption (A1) guarantees that the values $Au$ and $A^* v$ as well as the traces $B_j u$ and $C_j v$ are well defined.

An essential feature of the spaces $J^*(\Omega)$ is that they characterize the behaviour of their elements at infinity. This is the property included in the next assumption.
(A2) For any \( \varphi \in \mathcal{D}(\mathbb{R}^n) \) holds
\[
J^*(\Omega) = \{ u \in H^{2m}_{\text{loc}}(\overline{\Omega}) | (1 - \varphi)u \in J^*(\Omega) \}.
\]
The spaces \( J^{(*)}(\Omega) \) and \( K(\Omega) \) are assumed to be "dual" in the sense that we have
\[
(A3) \quad uf \in L^1(\Omega) \quad \text{if} \quad u \in J^{(*)}(\Omega), \quad f \in K(\Omega).
\]
In the sequel, if \( uf \in L^1(\Omega) \), we write
\[
(u|f)_{0,\Omega} := \int_{\Omega} uf.
\]
Furthermore, we suppose
\[
(A4) \quad \text{For every} \quad u \in J(\Omega), \quad v \in J^*(\Omega), \quad \text{both vanishing in a neighbourhood of} \quad \Gamma_0,
\]
\[
(Au|v)_{0,\Omega} = (u|A^*v)_{0,\Omega}
\]
is valid.

By definition of the adjoint \( A^* \), formula (2.19) is true for all testfunctions in \( \Omega \). Loosely speaking, hypothesis (A4) means that \( A^* \) is also adjoint to \( A \) with respect to the conditions at infinity included in the requirements \( u \in J(\Omega), v \in J^*(\Omega) \).

It is worth observing that conditions (A4), (A2) imply the general Green identity
\[
(Au|v)_{0,\Omega} - (u|A^*v)_{0,\Omega} = \sum_{j=0}^{m-1} \left( \langle B_j u | T_j v \rangle_{0,\Gamma_0} - \langle S_j u | C_j v \rangle_{0,\Gamma_0} \right)
\]
for all \( u \in J(\Omega) \) and \( v \in J^*(\Omega) \).

Our last assumptions concern the auxiliary exterior Dirichlet problem. For every smooth exterior subdomain \( \Omega_1 \subset \Omega \), we first define
\[
(J^*(\Omega_1) = \{ u|_{\Omega_1} | u \in J^*(\Omega) \},
\]
\[
K(\Omega_1) = \{ u|_{\Omega_1} | u \in K(\Omega) \}.
\]
The exterior Dirichlet problem and its adjoint are defined by means of the operators
\[
(2.23) \quad \mathcal{P}_1: J(\Omega_1) \to K(\Omega_1) \times \prod_{j=0}^{m-1} H^{2m-j-1/2}(\Gamma_1) =: K(\Omega_1) \times X_1,
\]
\[
(2.24) \quad \mathcal{P}^*_1: J^*(\Omega_1) \to K(\Omega_1) \times X_1,
\]
\( \Gamma_1 = \partial \Omega_1 \). These operators are given by
\[
(2.25) \quad \mathcal{P}_1 u := (Au; \gamma_0 u, \ldots, \gamma_{m-1} u) =: (Au; \gamma^1 u),
\]
\[
(2.26) \quad \mathcal{P}_1^* u := (A^* u; \gamma_0 u, \ldots, \gamma_{m-1} u) =: (A^* u; \gamma^1 u).
\]
Above, \( \gamma_i \) is the trace operator \( \gamma_i u = (\partial/\partial n)^i u|_{\Gamma_1} \), where the normal vector \( n \) is always chosen in the exterior domain.

We assume that the Dirichlet problem has certain solvability properties. However, we do not require that the explicit conditions given by adjoints be known.
This will be proved as a special case in Theorem 3.6. Furthermore, we assume the knowledge of the auxiliary problem only for one exterior subdomain \( \Omega_1 \) of \( \Omega \) such that \( \overline{\Omega_1} \subset \Omega \).

In the following we shall use the term weakly indexed for linear operators \( T \). By this we mean that the kernel of \( T \) is finite dimensional, and that the range of \( T \) has a finite codimension. The completeness of \( R(T) \) will be replaced by condition (A6).

Our next assumption reads:

(A5) For a smooth exterior subdomain \( \overline{\Omega_1} \subset \Omega \) the operators \( \mathcal{P}_1 \) and \( \mathcal{P}_1^* \) are weakly indexed operators such that

\[
\kappa(\mathcal{P}_1) = \dim N(\mathcal{P}_1) - \text{codim} \, R(\mathcal{P}_1) = \dim R(\mathcal{P}_1^*) - \dim N(\mathcal{P}_1) = -\kappa(\mathcal{P}_1^*). \tag{2.27}
\]

According to (A5) there are operators \( \hat{\mathcal{P}}_1^{-1} : K(\Omega_1) \times X_1 \to J(\Omega_1) \) and \( (\hat{\mathcal{P}}_1^*)^{-1} : K(\Omega_1) \times X_1 \to J^*(\Omega_1) \) with the properties

\[
\mathcal{P}_1 \hat{\mathcal{P}}_1^{-1} = \bar{Q}_1, \quad \hat{\mathcal{P}}_1^{-1} \mathcal{P}_1 = I - P_1, \tag{2.28}
\]

\[
\mathcal{P}_1^* (\hat{\mathcal{P}}_1^*)^{-1} = \bar{Q}_1, \quad (\hat{\mathcal{P}}_1^*)^{-1} \mathcal{P}_1^* = I - \bar{P}_1, \tag{2.29}
\]

where \( Q_1 \) and \( \bar{Q}_1 \) are projections onto the range \( R(\mathcal{P}_1) \) and \( R(\mathcal{P}_1^*) \), respectively, and where \( P_1 \) and \( \bar{P}_1 \) are projections onto the kernels \( N(\mathcal{P}_1) \) and \( N(\mathcal{P}_1^*) \), respectively. Because of (2.28, 2.29), we shall use the term "pseudoinverse" for these operators (cf. Jörgens [14]).

We assume that from the (possibly many) choices of the pseudoinverses \( \hat{\mathcal{P}}_1^{-1} \) and \( (\hat{\mathcal{P}}_1^*)^{-1} \) at least one is continuous as a mapping from \( K(\Omega_1) \times X_1 \) into \( H^2_{\text{loc}}(\overline{\Omega}_1) \) and is such that \( Q_1 \) and \( \bar{Q}_1 \) are continuous.

Thus, by denoting \( \Omega_1(R) = \{ x \in \Omega_1 \mid |x| < R \} \), we require

(A6) There are pseudoinverses \( \hat{\mathcal{P}}_1^{-1} \) and \( (\hat{\mathcal{P}}_1^*)^{-1} \) such that

\[
\| \hat{\mathcal{P}}_1^{-1} f + \| g \| (X_1) \leq c(R)(\| f \| (K(\Omega_1)) + \| g \| (X_1)), \tag{2.30}
\]

\[
\| (\hat{\mathcal{P}}_1^*)^{-1} f + \| g \| (X_1) \leq c(R)(\| f \| (K(\Omega_1)) + \| g \| (X_1)), \tag{2.31}
\]

in the case where \( K(\Omega) \) is normed. If \( K(\Omega) = H^2_{\text{loc}}(\overline{\Omega}) \), then (2.30) and (2.31) are replaced by

\[
\| \hat{\mathcal{P}}_1^{-1} f + \| g \| (X_1) \leq c(R, S)(\| f \| _0 + \| g \| (X_1)), \tag{2.30}'
\]

\[
\| (\hat{\mathcal{P}}_1^*)^{-1} f + \| g \| (X_1) \leq c(R, S)(\| f \| _0 + \| g \| (X_1)), \tag{2.31}'
\]

for all \( (f, g) \in K(\Omega_1) \times X_1 \) such that \( \Omega_1 \cap \text{supp} f \subset \Omega_1(S) \).

As an illustration we mention the case of the Poisson equation

\[
\Delta u = f. \tag{2.32}
\]
There we may choose
\[ K(\Omega) = \{ f \in L^2(\Omega) | (1 + |x|) f \in L^2(\Omega) \}, \]
\[ J(\Omega) = \{ u \in H^1_{\text{loc}}(\Omega) | \Delta u \in K(\Omega), \nabla u \in L^2(\Omega)^n, (1 + |x|)^{-1} u \in L^2(\Omega) \} \]
if the dimension of \( \mathbb{R}^n \) is greater than two.

For the Helmholtz equation \( (k > 0) \)
\[ (\Delta + k^2) u = f \]
we may employ the spaces
\[ K(\Omega) = \{ f \in L^2(\Omega) | (1 + |x|) f \in L^2(\Omega) \}, \]
\[ J(\Omega) = \{ u \in H^1_{\text{loc}}(\Omega) | (\Delta + k^2) u \in K(\Omega), \frac{\partial}{\partial r} u - iku \in L^2(\Omega) \}, \]
\[ J^*(\Omega) = \{ u \in H^1_{\text{loc}}(\Omega) | (\Delta + k^2) u \in K(\Omega), \frac{\partial}{\partial r} u + iku \in L^2(\Omega) \}. \]

In both of these examples holds \( N(\mathcal{P}_1) = N(\mathcal{P}_1^*) = \{ 0 \}, \quad R(\mathcal{P}_1) = R(\mathcal{P}_1^*) = K(\Omega_1) \times X_1. \)

However, there are cases where these relations have not been proved, but the above assumptions \( (A1) - (A6) \) are valid. For a more complete treatment we refer to the applications given in Chapters 4—6.

3. Solvability conditions

In this section we prove a Fredholm type theorem for the exterior problem (2.5) defined by equation (2.15). The solvability condition will be stated explicitly by means of the adjoint \( \mathcal{P}^* \).

We choose the exterior subdomain \( \Omega_1 \subset \Omega \) with the smooth boundary \( \Gamma_1 = \partial \Omega_1 \subset \Omega \). Furthermore, let \( \Omega_2 \subset \Omega \) be a smooth bounded domain such that \( \mathbb{R}^n \setminus \Omega_1 \subset \subset \Omega_2 \cup (\mathbb{R}^n \setminus \Omega) \). The domain \( \Omega_2 \) is chosen such that with \( \Omega_{12} := \Omega_1 \cap \Omega_2 \) the Dirichlet problem
\[ Au = f \in L^2(\Omega_{12}), \quad u \in H^{2m}(\Omega_{12}), \]
\[ \gamma_j u |_{\Gamma_k} = g_j^k \in H^{2m-j-1/2}(\Gamma_k), \quad j = 0, \ldots, m-1, \quad k = 1, 2, \]
\( \Gamma_2 = (\partial \Omega_2) \cap \Omega_1 \), is uniquely solvable. If \( \Omega_1 \) has been fixed, such a choice of \( \Omega_2 \) is always possible. This follows from the strong ellipticity of \( A \) and from Poincaré's inequality if the width of \( \Omega_{12} \) is chosen small enough.

We abbreviate \( X_2 = \prod_{j=0}^{m-1} H^{2m-j-1/2}(\Gamma_2) \) and define the mapping
\[ \mathcal{P}_2 : H^{2m}(\Omega_2) \to L^2(\Omega_2) \times X_0 \times X_2 \]
by
\[ \mathcal{P}_2 u = (Au; Bu; \gamma^2 u) \]
with $\gamma^2 u = (\gamma_0 u|_{r_1}, \ldots, \gamma_{m-1} u|_{r_1})$. Let $\mathcal{P}^{-1}$ be a Fredholm inverse (continuous pseudoinverse) of $\mathcal{P}$ such that

$$
\mathcal{P}^{-1} \mathcal{P} = I - P,
$$

where $Q$ and $P$ are projections onto the range $R(\mathcal{P})$ and onto the kernel $N(\mathcal{P})$.

The following result is crucial in our modification of the alternating method.

**Lemma 3.1.** Let $u \in J(\Omega)$ be a solution of equation (2.15). Then we have

$$
u|_{\Omega_2} = \mathcal{P}^{-1}(f|_{\Omega_2}; g; \gamma^2 u) + P_2(u|_{\Omega_2}),
$$

$$
u|_{\Omega_1} = \mathcal{P}^{-1}(f|_{\Omega_1}; \gamma^1 u) + P_1(u|_{\Omega_1}),
$$

$$
\gamma^2 \mathcal{P}^{-1}(f|_{\Omega_2}; \gamma^1 \mathcal{P}^{-1}(f|_{\Omega_2}; g; \gamma^2 u) + \gamma^2 P_2(u|_{\Omega_2})) + \gamma^2 P_1(u|_{\Omega_1}) = \gamma^2 u.
$$

Conversely, if there are the functions $(h, w, v) \in X_2 \times N(\mathcal{P}_1) \times N(\mathcal{P}_2)$ such that with $(f, g) \in K(\Omega) \times X_0$ the relations

$$
(f|_{\Omega_2}; g) \in R(\mathcal{P}_2),
$$

$$
(f|_{\Omega_1}; \gamma^1 \mathcal{P}^{-1}(f|_{\Omega_2}; g; h) + \gamma^1 v) \in R(\mathcal{P}_1),
$$

$$
\gamma^2 \mathcal{P}^{-1}(f|_{\Omega_2}; \gamma^1 \mathcal{P}^{-1}(f|_{\Omega_2}; g; h) + \gamma^1 v) + \gamma^2 w = h
$$

are valid, then we have $(f, g) \in R(\mathcal{P})$ and a solution $u$ of (2.15) can be given by

$$
u = \begin{cases}
u_2, & \text{in } \Omega_2, \\ \nu_1, & \text{in } \Omega_1,
\end{cases}
$$

where the functions

$$
u_2 := \mathcal{P}^{-1}(f|_{\Omega_2}; g; h) + v,
$$

$$
u_1 := \mathcal{P}^{-1}(f|_{\Omega_1}; \gamma^1 u_2) + w
$$

coincide in $\Omega_{12}$.

**Proof.** Suppose that $u \in J(\Omega)$ satisfies $\mathcal{P}u = (f; g)$. Then we conclude $u|_{\Omega_2} \in H^{2m}(\Omega_2)$ and

$$
(f|_{\Omega_2}; g; \gamma^2 u) = (A(u|_{\Omega_2}); B(u|_{\Omega_2}); \gamma^2(u|_{\Omega_2})) \in R(\mathcal{P}_2).
$$

Similarly, $u|_{\Omega_1} \in J(\Omega_1)$ with

$$
(f|_{\Omega_1}; \gamma^1 u) = (A(u|_{\Omega_2}); \gamma^1 (u|_{\Omega_1})) \in R(\mathcal{P}_1).
$$

Using properties (3.4) and (2.28) of the pseudoinverses $\mathcal{P}_2^{-1}$ and $\mathcal{P}_1^{-1}$ we can write (3.14) and (3.15) equivalently as (3.5) and (3.6), respectively. When we take a trace, (3.5) and (3.6) yield formula (3.7).

Let us assume conversely that we have $(f; g) \in K(\Omega) \times X_0$ such that for a triple $(h, w, v) \in X_2 \times N(\mathcal{P}_1) \times N(\mathcal{P}_2)$ equations (3.8)—(3.10) are valid.
We show first that the functions \( u_1 \) and \( u_2 \) defined by (3.12) and (3.13) coincide in \( \Omega_{12} \). Define \( v_1 = u_1|_{\Omega_{12}} \) and \( v_2 = u_2|_{\Omega_{12}} \). Now, we obtain \( v_1, v_2 \in H^{2m}(\Omega_{12}) \) together with
\[
Av_2 = f|_{\Omega_{12}},
\]
(3.16) \[
\gamma^2 v_2 = \gamma^2 u_2 = \gamma^2(\hat{\mathcal{P}}_2^{-1}(f|_{\Omega_2}; g; h)) + \gamma^2 v = h,
\]
\[
\gamma^1 v_2 = \gamma^1 u_2,
\]
and, by (3.10), together with
\[
Av_1 = f|_{\Omega_{12}},
\]
(3.17) \[
\gamma^1 v_1 = \gamma^1 u_2,
\]
\[
\gamma^2 v_1 = \gamma^2 u_1 = \gamma^2(\hat{\mathcal{P}}_1^{-1}(f|_{\Omega_1}; g; h)) + \gamma^1 v + \gamma^2 w = h.
\]
By the unique solvability of the Dirichlet problem (3.1) we obtain from (3.16), (3.17) the assertion \( v_1 = v_2 \).

Since the functions \( u_1 \) and \( u_2 \) coincide in \( \Omega_{12} \), the function \( u \) given by (3.11) is well defined. We verify that \( u \in J(\Omega) \). Let \( \xi \in \mathcal{D}(R^n) \) be a testfunction such that \( \xi(x) \equiv 1 \) in an open set containing \( R^n \setminus \Omega_1 \) and such that the support of \( \xi \) is included in \( \Omega_2 \cup (R^n \setminus \Omega_1) \).

Defining
\[
\tilde{u}_2(x) = \begin{cases} \xi(x)u_2(x), & x \in \Omega_2, \\ 0, & x \in \Omega \setminus \Omega_2, \end{cases}
\]
and
\[
\tilde{u}_1(x) = \begin{cases} (1-\xi(x))u_1(x), & x \in \Omega_1, \\ 0, & x \in \Omega \setminus \Omega_1, \end{cases}
\]
we have the representation
(3.20) \[
u = \tilde{u}_1 + \tilde{u}_2.
\]

Since \( \xi u_1 \in H^{2m}_{\text{vol}}(\Omega) \subset J(\Omega) \), one concludes
\[
\tilde{u}_1|_{\Omega_1} = u_1 - \xi u_1 \in J(\Omega_1),
\]
which by (2.18), (2.21) yields
(3.21) \[
\tilde{u}_1 \in J(\Omega).
\]
Furthermore,
(3.22) \[
\tilde{u}_2 \in H^{2m}_{\text{vol}}(\Omega) \subset J(\Omega).
\]

By (3.20)—(3.22) we have \( u \in J(\Omega) \). From the construction it follows that
\[
Au = f, \quad Bu = g
\]
and therefore \( \mathcal{D}u = (f; g) \). This ends the proof.
We define the linear operators $L_j, j = 0, 1, 2$, letting

\begin{align}
L_0(f; g) &= \gamma^2 \hat{\mathcal{P}}^{-1}_1(f|_{Q_1}; \gamma^1 \hat{\mathcal{P}}^{-1}_2(f|_{Q_2}; g; 0)), \\
L_1(f; g) &= (I-Q_1)(f|_{Q_1}; \gamma^1 \hat{\mathcal{P}}^{-1}_2(f|_{Q_2}; g; 0)), \\
L_2(f; g) &= (I-Q_2)(f|_{Q_2}; g; 0).
\end{align}

Accordingly, these operators map as follows: $L_0: K(\Omega) \times X_0 \to X_2$, $L_1: K(\Omega) \times X_0 \to Y_1$ and $L_2: K(\Omega) \times X_0 \to Y_2$. Here $Y_1$ and $Y_2$ are the finite dimensional spaces $Y_1 = = (\mathcal{P}_1)(K(\Omega_1) \times X_1)$ and $Y_2 = (\mathcal{P}_2)(L^2(\Omega_2) \times X_0 \times X_2)$. In particular, $\dim Y_1 = \text{codim } R(P_1)$, $\dim Y_2 = \text{codim } R(P_2)$.

Conditions (3.8)—(3.10) are equivalent to the system

\begin{align}
L_2(f; g) &= (Q_2 - I)(0; 0; h), \\
L_1(f; g) &= (Q_1 - I)(0; \gamma^1 \hat{\mathcal{P}}^{-1}_2(0; 0; h)) + (Q_1 - I)(0; \gamma^1 v), \\
L_0(f; g) &= h - \gamma^2 \hat{\mathcal{P}}^{-1}_1(0; \gamma^1 \hat{\mathcal{P}}^{-1}_2(0; 0; h)) - \gamma^2 \hat{\mathcal{P}}^{-1}_1(0; \gamma^1 v) - \gamma^2 w.
\end{align}

Let us introduce the operators

\begin{align}
A_1: X_2 \to X_2,
A_1 h &= h - \gamma^2 \hat{\mathcal{P}}^{-1}_1(0; \gamma^1 \hat{\mathcal{P}}^{-1}_2(0; 0; h)); \\
A_2: N(\mathcal{P}_1) \times N(\mathcal{P}_2) \to X_2,
A_2(w, v) &= -\gamma^2 \hat{\mathcal{P}}^{-1}_1(0; \gamma^1 v) - \gamma^2 w; \\
A_3: X_2 \to Y_1 \times Y_2,
A_3 h &= (Q_1 - I)(0; \gamma^1 \hat{\mathcal{P}}^{-1}_2(0; 0; h)), \quad (Q_2 - I)(0; 0; h)); \\
A_4: N(\mathcal{P}_1) \times N(\mathcal{P}_2) \to Y_1 \times Y_2,
A_4(w, v) &= ((Q_1 - I)(0; \gamma^1 v), 0).
\end{align}

Equations (3.26)—(3.28) are equivalent to

\begin{align}
L_0(f; g) &= A_1 h + A_3(w, v),
L_1(f; g), L_2(f; g) &= A_3 h + A_4(w, v).
\end{align}

Finally, we introduce the linear operator $A: X_2 \times (N(\mathcal{P}_1) \times N(\mathcal{P}_2)) \to X_2 \times (Y_1 \times Y_2)$ by the matrix representation

\begin{align}
A &= \begin{pmatrix}
A_1 & A_2 \\
A_3 & A_4
\end{pmatrix}.
\end{align}

We have

Lemma 3.2. The kernels $N(\mathcal{P})$ and $N(A)$ are isomorphic.
Proof. Let \((h, (w, v))\) be an element of \(N(A)\). Since equations (3.33) or equivalently (3.8)—(3.10) are valid with \((f; g) = (0; 0)\), we may, by Lemma 3.1, define the function \(u := T(h, (w, v)) \in J(\Omega)\) by the requirements

\[(3.35)\]
\[u|_{\Omega_2} = \hat{\mathbf{\Phi}}^{-1}_2(0; h) + v,\]

\[(3.36)\]
\[u|_{\Omega_1} = \hat{\mathbf{\Phi}}^{-1}_1(0; \gamma^1(u|_{\Omega_2})) + w.\]

By Lemma 3.1 \(u \in N(\mathcal{P})\). The mapping \(T : N(A) \to N(\mathcal{P})\) is linear, too.

Suppose that \(u = 0\). Then we conclude from (3.36) that

\[(3.37)\]
\[w = u|_{\Omega_1} - \hat{\mathbf{\Phi}}^{-1}_1(0; \gamma^1(u|_{\Omega_2})) = 0.\]

By equation (3.10) then

\[(3.38)\]
\[h = \gamma^2 \hat{\mathbf{\Phi}}^{-1}_1(0; \gamma^1(u|_{\Omega_2})) + \gamma^2 w = 0\]

and (3.35), (3.38) yield \(v = 0\). Consequently, the mapping \(T\) is injective. But it is also surjective since by the first part of Lemma 3.1 we obtain

\[u = T(\gamma^2 u, (P_1(u|_{\Omega_1}), P_2(u|_{\Omega_2})))\]

if \(u \in N(\mathcal{P})\). This completes the proof.

In order to prove the Fredholm alternative it is convenient to discuss the mapping \(M : Z \to Z, Z := X_2 \times (N(\mathcal{P}_1) \times N(\mathcal{P}_2)) \times (Y_1 \times Y_2), \) where \(M\) is given by the matrix

\[
M = \begin{pmatrix}
A_1 & A_2 & 0 \\
0 & 0 & 0 \\
A_3 & A_4 & 0
\end{pmatrix}.
\]

We need the following lemma

Lemma 3.3. The mapping \(h \mapsto \gamma^2 \hat{\mathbf{\Phi}}^{-1}_1(0; \gamma^1 \hat{\mathbf{\Phi}}^{-1}_2(0; h)), X_2 \to X_2\) is compact.

Proof. The mapping \(w \mapsto \gamma^2 \hat{\mathbf{\Phi}}^{-1}_1(0; w), X_1 \to X_2\) is continuous by the continuity of \(\gamma^2 : H^2_{loc}(\mathcal{Q}_1) \to X_2\) and by assumption (A6), which states that the pseudoinverse \(\hat{\mathbf{\Phi}}^{-1}_1 : K(\mathcal{Q}_1) \times X_1 \to H^2_{loc}(\mathcal{Q}_1)\) is continuous.

Accordingly, it is enough to show that the mapping \(h \mapsto \gamma^1 \hat{\mathbf{\Phi}}^{-1}_2(0; h)\) is a compact operator \(X_2 \to X_1\). This property is independent of the choice of the Fredholm inverse \(\hat{\mathbf{\Phi}}^{-1}_2\) since two Fredholm inverses differ only by a finite dimensional continuous operator.

We choose the Fredholm inverse \(\hat{\mathbf{\Phi}}^{-1}_2\) in the following way. The range \(R(\mathcal{P}_2)\) can be characterized as (Theorem 2.4):

\[(3.39)\]
\[(f; g; h) \in R(\mathcal{P}_2) \text{ if and only if } (f; g; h) \in L^2(\Omega_2) \times X_0 \times X_2 =: Z_2\]

such that

\[\left( f | v \right)_{0, \Omega_2} - \sum_{j=0}^{m-1} \left( g_j | T_j v \right)_{0, r_0} + \left( h_j | \beta_j v \right)_{0, r_2} = 0\]
for every \( v \in N(\mathcal{P}_2^*) \). Here \( \mathcal{P}_2^* \) denotes the adjoint operator \( \mathcal{P}_2^* u = (A^* u; Cu; \gamma^2 u) \) and the operators \( T_j, \beta_j \) are chosen such that \((C_0, ..., C_{m-1}; T_0, ..., T_{m-1})\) and \((\gamma_0, ..., \gamma_{m-1}; \beta_0, ..., \beta_{m-1})\) are Dirichlet systems of order \( 2m \) on \( \Gamma_0 \) and on \( \Gamma_2 \).

According to (3.39) we may use the direct decomposition

\[
Z_2 = R(\mathcal{P}_2) \oplus Y_2,
\]

where

\[
Y_2 = \{ (v; -Cv; -\beta v) \mid v \in N(\mathcal{P}_2^*) \}
\]

with \( \beta = (\beta_0, ..., \beta_{m-1}) \).

Take \((0; 0; h) \in Z_2 \) and write \( w = \mathcal{P}_2^{-1}(0; 0; h) \). Then we obtain by (3.4)

\[
\mathcal{P}_2 w = Q_2(0; 0; h) = (\tilde{f}; \tilde{g}; \tilde{h}).
\]

Since the kernel \( N(\mathcal{P}^*) \) contains only smooth functions in \( \Omega_2 \), we conclude \( \tilde{f} \in C^\infty(\Omega_2) \), \( g \in C^\infty(\Gamma_0) \) and

\[
\begin{align*}
\| \tilde{f} \|_{s, \Omega_2} &\leq c(s) \| h \| (X_2), \\
\| \tilde{g} \|_{r, \Gamma_0} &\leq c(r) \| h \| (X_2), \\
\| \tilde{h} \| (X_2) &\leq c \| h \| (X_2).
\end{align*}
\]

From the interior regularity results for elliptic operators it follows by (3.42) that \( w \in H^{2m+1}(\tilde{\Omega}) \) with

\[
\| w \|_{2m+1, \tilde{\Omega}} \leq c(\| \tilde{f} \|_{1, \Omega_2} + \| w \|_{0, \Omega_2})
\]

for interior subdomains \( \tilde{\Omega} \subset \subset \Omega_2 \subset \subset \Omega_2 \). By (3.43), (3.44) and by the continuity of \( \mathcal{P}_2^{-1} \) we obtain

\[
\| w \|_{2m+1, \tilde{\Omega}} \leq c \| h \| (X_2).
\]

From (3.45) it follows that \( h \rightarrow \mathcal{P}_2^{-1}(0; 0; h) : X_2 \rightarrow H^{2m}(\tilde{\Omega}) \) is compact, which yields the assertion by the continuity of the trace \( \gamma^1 : H^{2m}_\text{loc}(\Omega_2) \rightarrow X_1 \).

In the sequel the space \( X_2 \) as well as the finite dimensional spaces \( N(\mathcal{P}_i) \), \( Y_i \) and their products are considered as Hilbert spaces. The appearing adjoints and orthogonality conditions are thus well defined.

We define \( L : K(\Omega) \times X_0 \rightarrow X_2 \times Y_1 \times Y_2 \) by

\[
L(f; g) = (L_0(f; g); L_1(f; g); L_2(f; g)).
\]

Furthermore, we write \( \beta_j = \text{codim } R(\mathcal{P}_j), \alpha_j = \dim N(\mathcal{P}_j) \) and for the index of \( \mathcal{P}_j \)

\[
\alpha_j = \alpha - \beta_j,
\]

\( j = 1, 2 \). For \( \mathcal{P} \) we use the notation \( \alpha = \alpha - \beta, \alpha = \dim N(\mathcal{P}), \beta = \text{codim } R(\mathcal{P}) \).

Lemma 3.4. The following assertions are true.

(a) The operator \( M \) is of the form \( M = I - K, K \) compact.
(b) The kernel \( N(\mathcal{P}) \) is finite dimensional and we have
\[
\alpha = \dim N(M) - \beta_1 - \beta_2.
\]

(c) For the range \( R(\mathcal{P}) \) we have
\[
R(\mathcal{P}) = \{(f; g) \in K(\Omega) \times X_0 | L(f; g) \perp N(A^*)\},
\]
where the kernel \( N(A^*) \) has the dimension
\[
\dim N(A^*) = \alpha - \xi_1 - \xi_2.
\]

**Proof.** According to the previous lemma we have \( A_1 = I - K_1 \), where \( K_1 \) is a compact operator. This implies assertion (a) as the spaces \( N(\mathcal{P}_1) \times N(\mathcal{P}_2) \) and \( Y_1 \times Y_2 \) are finite dimensional.

Assertion (b) is a consequence of the formula
\[
N(M) = N(A) \times (Y_1 \times Y_2)
\]
together with Lemma 3.2 and the fact that the kernel \( N(M) = N(I - K) \) is finite dimensional by the compactness of \( K \).

By equation (3.33), the condition \((f; g) \in R(\mathcal{P})\) can be written as
\[
(L_0(f; g); 0; (L_1(f; g), L_2(f; g))) \in R(M).
\]
By the Fredholm properties of \( M = I - K \), the requirement (3.51) is equivalent to
\[
(L_0(f; g); 0; (L_1(f; g), L_2(f; g))) \perp N(M^*),
\]
where \( M^*: Z \to Z \) is given by
\[
M^* = \begin{pmatrix}
A_1^* & 0 & A_3^* \\
A_2^* & 0 & A_4^* \\
0 & 0 & 0
\end{pmatrix}.
\]
Condition (3.52) reads
\[
(L_0(f; g); (L_1(f; g), L_2(f; g))) \perp N(A^*),
\]
where the operator \( A^*: X_2 \times (Y_1 \times Y_2) \to X_2 \times N(\mathcal{P}_1) \times N(\mathcal{P}_2) \) is defined by
\[
A^* = \begin{pmatrix}
A_1^* & A_3^* \\
A_2^* & A_4^*
\end{pmatrix}.
\]
We have \( N(M^*) = \{(g_1; g_2; g_3) \in N(A^*), g_2 \in N(\mathcal{P}_1) \times N(\mathcal{P}_2)\} \), which by (3.48) yields
\[
\dim N(A^*) = \dim N(M^*) - (\alpha_1 + \alpha_2) = \dim N(M) - (\alpha_1 + \alpha_2) = \alpha - \xi_1 - \xi_2.
\]

Our aim is to express the solvability by using the adjoint problem defined by means of \( \mathcal{P}^* = (A^*; C) \). We note first
Lemma 3.5. Let \( u \in J(\Omega) \) with \( \mathcal{P}u = (f; g) \) be given. Then we have the orthogonality relation

\[
(f|v)_0,\Omega - \sum_{j=0}^{m-1} (g_j|T_jv)_0,\Gamma_0 = 0
\]
for every \( v \in N(\mathcal{P}^*) \).

**Proof.** This follows from the general Green formula (2.20).

Finally, we get our main result for the solvability of the exterior boundary value problem (2.15).

**Theorem 3.6.** Let \( \Omega \subseteq \mathbb{R}^n \) be an exterior domain with a smooth boundary \( \Gamma_0 \). Furthermore, let \( A \) be a strongly elliptic operator in \( \Omega \) and let \( \{B_j\}_{j=0}^{m-1} \) be a system of the boundary operators \( B_j \) on \( \Gamma_0 \) such that problem (2.5) is regular. If assumptions (A1)—(A6) are valid, then the operator \( \mathcal{P}: J(\Omega) \rightarrow K(\Omega) \times \prod_{j=0}^{m-1} H^{2m-m_j-1/2}(\Gamma_0) \), \( \mathcal{P}u = (Au; B_0u, \ldots, B_{m-1}u) \), which describes the exterior problem (2.15), has the finite index \( \kappa = \kappa_1 + \kappa_2 \), where \( \kappa_i \) is the index of the auxiliary operator \( \mathcal{P}_i \).

Solvability conditions read: the data \( (f; g) \in K(\Omega) \times \prod_{j=0}^{m-1} H^{2m-m_j-1/2}(\Gamma_0) \) belong to the range \( R(\mathcal{P}) \) if and only if equation (3.56) is valid for all \( v \in N(\mathcal{P}^*) \).

**Proof.** We first show the inequality

\[
\dim N(\mathcal{P}^*) \leq \dim N(A^*).
\]

Take a testfunction \( \varphi \in \mathcal{D}(\mathbb{R}^n), \varphi \equiv 0 \) and consider the mapping \( R: N(\mathcal{P}^*) \rightarrow N(A^*) \)

\[
Rv = \Pi L(\varphi v; 0),
\]
where \( \Pi \) is the orthogonal projection of \( X_2 \times (Y_1 \times Y_2) \) onto \( N(A^*) \). Since the space \( N(\mathcal{P}^*) \) is finite dimensional (for the same reason as \( N(\mathcal{P}) \)), we may choose the support \( \varphi \) so large that for all \( v \in N(\mathcal{P}^*) \) holds

\[
\int_{\Omega} \varphi |v|^2 = 0
\]
if and only if \( v = 0 \). But then the mapping \( R \) is injective since from \( Rv = 0 \) it follows that \( \Pi L(\varphi v; 0) = 0 \), which means \( L(\varphi v; 0) \in N(A^*)^\perp \). Accordingly, by Lemma 3.4 (c), there exists a solution \( u \) of the equation \( \mathcal{P}u = (\varphi v; 0) \). The necessary solvability condition (3.56) then yields

\[
0 = (\varphi v|v)_{0,\Omega} = \int_{\Omega} \varphi |v|^2
\]
indicating \( v = 0 \).

Thus (3.57) is proved. Combining (3.57) and (3.50) we obtain

\[
\dim N(\mathcal{P}^*) \leq \dim N(A^*) = \dim N(\mathcal{P}) - \kappa_1 - \kappa_2.
\]

Changing the roles of \( \mathcal{P} \) and \( \mathcal{P}^* \) one concludes

\[
\dim N(\mathcal{P}) \leq \dim N(\mathcal{P}^*) + \kappa_1 + \kappa_2.
\]
Inequalities (3.60) and (3.61) imply
\begin{equation}
\dim N(\mathcal{P}) - \dim N(\mathcal{P}^*) = z_1 + z_2.
\end{equation}
It remains to show that \( \dim N(\mathcal{P}^*) = \text{codim } R(\mathcal{P}) \), that is, that condition (3.56) is also sufficient. Let \( (f; g) \in K(\Omega) \times X_0 \), such that (3.56) holds, be given. Comparing formulae (3.50) and (3.62) we observe that \( \dim N(\mathcal{P}^*) = \dim N(\mathcal{A}^*) \). Accordingly, the mapping \( R \) also is bijective. Hence we find an element \( v \in N(\mathcal{P}^*) \) such that
\begin{equation}
\Pi L(f - \varphi v; g) = 0.
\end{equation}
But Lemma 3.5 and characterization (3.49) then yield
\begin{equation}
(f - \varphi v|v)_{0, \Omega} - \sum_{j=0}^{m-1} \langle g_j | T_j v \rangle_{0, r_0} = 0.
\end{equation}
By condition (3.56) and formula (3.64)
\begin{equation}
(\varphi v|v)_{0, \Omega} = 0,
\end{equation}
which implies \( \varphi v = 0 \). But (3.63) then implies \( \Pi L(f; g) = 0 \), which according to Lemma 3.4 means that \( (f; g) \in R(\mathcal{P}) \).

4. Potential type equations

In this section we apply Theorem 3.6 to the case where the coefficients \( a_{\gamma \beta} \) of the operator
\begin{equation}
A = \sum_{0 \leq |\alpha|, |\beta| \leq m} (-1)^{|\alpha|} \partial^\alpha (a_{\gamma \beta} \partial^\beta)
\end{equation}
not belonging to the principal part \( |\alpha| = |\beta| = m \) fall to zero sufficiently rapidly at infinity. A typical example is the iterated Laplacian \( A = \Delta^m \).

In order to discuss the general exterior boundary value problem we introduce some appropriate weighted Sobolev spaces. The weights will be chosen such that the Dirichlet sesquilinear form
\begin{equation}
B(u, v) = \sum_{0 \leq |\alpha|, |\beta| \leq m} (a_{\gamma \beta} \partial^\beta u | \partial^\gamma v)_{0, \Omega}
\end{equation}
associated with the operator \( A \) becomes, under certain assumptions on the coefficients, coercive for the Dirichlet problem. This will be achieved by estimating the terms which do not belong to the principal part by means of the weighted Poincaré inequalities of the type
\begin{equation}
\sum_{|\alpha| = j} \left\| \frac{\partial^\alpha u}{(1 + |x|)^{r} \ln (e + |x|)^{\delta}} \right\|_{0, \Omega}^2 \leq c |u|_{m, \Omega}^2
\end{equation}
for \( 0 \leq j \leq m - 1 \) with the seminorm \( | \cdot |_{m, \Omega} \) such that
\begin{equation}
|u|_{m, \Omega}^2 = \sum_{|\alpha| = m} \| \partial^\alpha u \|_{0, \Omega}^2.
\end{equation}
Estimates (4.3) are first proved in the space $\mathcal{D}(\Omega)$. The parameters $\tau$ and $\delta$, where $\tau \geq 0$ and $\delta = 0$ or 1, will be dependent on $m$ and $j$ as well as on the space dimension $n$.

We begin by considering exterior domains $\Omega$ such that the origin $x=0$ does not belong to $\Omega$.

**Lemma 4.1.** Let $\Omega \subset \mathbb{R}^n$, $n \geq 2$ be an exterior domain such that $x \neq 0$ for all $x \in \Omega$. The following three assertions are true.

(i) If $\tau \in \mathbb{R}$, $\tau \neq 0$ and if $n \neq 2\tau$, then we have for all $u \in \mathcal{D}(\Omega)$ the estimate

$$
\frac{u}{|x|^\tau} \in \mathcal{D}(\Omega),
$$

$$
\| u \|_{0, \Omega} \leq 2 |2\tau - n|^{-1} \left\| \nabla u \right\|_{0, \Omega}.
$$

(ii) Let $|x| \geq e$ for all $x \in \Omega$. If $2\tau - n > 0$, we have

$$
\left\| \frac{u}{|x|^\tau |\ln |x|} \right\|_{0, \Omega} \leq 2(2\tau - n)^{-1} \left\| \frac{\nabla u}{|x|^\tau |\ln |x|} \right\|_{0, \Omega}
$$

for all $u \in \mathcal{D}(\Omega)$.

(iii) Let $|x| \geq e$ for all $x \in \Omega$. If $n = 2\tau$, it holds that

$$
\left\| \frac{u}{|x|^\tau |\ln |x|} \right\|_{0, \Omega} \leq 2 \left\| \frac{\nabla u}{|x|^\tau} \right\|_{0, \Omega}
$$

for all $u \in \mathcal{D}(\Omega)$.

**Proof.** (i) A partial integration yields for every $s \in \mathbb{R}$ and $\tau \neq 0$ the identity

$$
\left\| \nabla u \right\|_{0, \Omega}^2 + s \left\| \frac{u}{|x|^\tau} \right\|_{0, \Omega}^2 = \left\| \nabla u \right\|_{0, \Omega}^2 + s(2\tau - n) \left\| \frac{u}{|x|^\tau} \right\|_{0, \Omega}^2.
$$

By choosing $s = n - 2\tau$ we obtain

$$
\left\| \nabla u \right\|_{0, \Omega} + s \left\| \frac{u}{|x|^\tau} \right\|_{0, \Omega} = \left\| \nabla u \right\|_{0, \Omega}.
$$

Since $s = n - 2\tau \neq 0$, we have by (4.9)

$$
\left\| \nabla u \right\|_{0, \Omega} \leq \left\| \nabla u \right\|_{0, \Omega} + s \left\| \frac{u}{|x|^\tau} \right\|_{0, \Omega} + \left\| \nabla u \right\|_{0, \Omega} \leq 2 \left\| \nabla u \right\|_{0, \Omega},
$$

which proves (4.5).

(ii) A similar calculation as above gives

$$
\left\| \nabla u \right\|_{0, \Omega}^2 + s \left\| \frac{u}{|x|^\tau |\ln |x|} \right\|_{0, \Omega}^2 = \left\| \nabla u \right\|_{0, \Omega}^2 + s(2\tau - n) \left\| \frac{u}{|x|^\tau |\ln |x|} \right\|_{0, \Omega}^2 + 2s \left\| \frac{u}{|x|^\tau (|\ln |x|)^{3/2}} \right\|_{0, \Omega}^2.
$$
Since \( 2\tau - n > 0 \), the choice \( s = n - 2\tau < 0 \) yields

\[
(4.12) \quad \left\| \frac{\nabla u}{|x|^{\tau - 1} \ln |x|} + s \frac{u}{|x|^\tau \ln |x|} \frac{x}{|x|} \right\|_{0, \Omega} \approx \left\| \frac{\nabla u}{|x|^\tau \ln |x|} \right\|_{0, \Omega},
\]

which implies the assertion as in (i).

(iii) If \( n = 2\tau \), we have for all \( u \in \mathcal{D}(\Omega) \)

\[
(4.13) \quad \left\| \frac{\nabla u}{|x|^{\tau - 1}} - s \frac{u}{|x|^\tau \ln |x|} \frac{x}{|x|} \right\|_{0, \Omega} = \left\| \frac{\nabla u}{|x|^\tau \ln |x|} \right\|_{0, \Omega},
\]

which leads to estimate (4.7).

Estimates (4.5)—(4.7) are applied as follows. We introduce the weights \( q_{m, j} \), \( j = 0, 1, \ldots, m - 1 \), which also depend on the dimension of the underlying space. We define

\[
q_{m, j}(x) = \begin{cases} 
|x|^{-m+j}, & n \text{ odd, or } n \text{ even with } n \equiv 2m+1, \\
|x|^{-m+j} (\ln |x|)^{-l}, & n = 2l, \ 1 \leq l \leq m, \ 0 \leq j \leq m - l, \\
|x|^{-m+j}, & n = 2l, \ 1 \leq l \leq m, \ m - l < j < m. 
\end{cases}
\]

In addition to these weights we use the weights \( p_{m, j} \) which behave as \( q_{m, j} \) at infinity but which have no singularity for \( |x| = 0 \) and are thus applicable to all exterior domains.

We denote

\[
p_{m, j}(x) = \begin{cases} 
(1 + |x|)^{-m+j}, & n \text{ odd, or } n \text{ even with } n \equiv 2m+1. \\
(1 + |x|)^{-m+j} (\ln (e + |x|))^{-l}, & n = 2l, \ 1 \leq l \leq m, \ 0 \leq j \leq m - l, \\
(1 + |x|)^{-m+j}, & n = 2l, \ 1 \leq l \leq m, \ m - l < j < m.
\end{cases}
\]

Now, we introduce in \( \mathcal{D}(\Omega) \) the norm \( \| \cdot \|_{m, p, \Omega} \) containing a contribution of all derivatives up to order \( m \).

\[
(4.16) \quad \| u \|_{m, p, \Omega}^2 := \sum_{j=0}^{m} \sum_{|x|=j} \| p_{m, j} \partial^j u \|_{0, \Omega}^2.
\]

If \( \Omega \) is an exterior domain such that \( |x| \geq e \) for all \( x \in \Omega \), we also make use of the norm

\[
(4.17) \quad \| u \|_{m, q, \Omega}^2 = \sum_{j=0}^{m} \sum_{|x|=j} \| q_{m, j} \partial^j u \|_{0, \Omega}^2.
\]

The seminorm \( \| \cdot \|_{m, \Omega} \) is a norm in \( \mathcal{D}(\Omega) \). In fact we can prove

Lemma 4.2. Let \( \Omega \subset \mathbb{R}^n \) be an exterior domain with \( \bar{\Omega} \neq \mathbb{R}^n \). Then there exists a constant \( c_1 > 0 \) such that

\[
(4.18) \quad c_1^{-1} \| u \|_{m, p, \Omega} \leq \| u \|_{m, \Omega} \leq \| u \|_{m, p, \Omega}
\]
for all \( u \in \mathcal{D}(\Omega) \). If, in addition, \( |x| \geq e \) for all \( x \in \Omega \), then there exists a constant \( \gamma \geq 0 \) such that
\[
(4.19) \quad c_2^{-1} \|u\|_{m,q,\Omega} \leq \|u\|_{m,\Omega} \leq \|u\|_{m,q,\Omega}
\]
for all \( u \in \mathcal{D}(\Omega) \).

**Proof.** Since \( \bar{\Omega} \neq \mathbb{R}^n \), we may without loss of generality assume \( |x| > e \) for any \( x \in \Omega \). Hence it suffices to prove the last assertion.

Let us first assume that \( n \) is odd or that \( n \) is even together with \( n \equiv 2m+1 \). Then we have, by using inequality (4.5) successively with \( \tau = m, m-1, \ldots, 1 \), the estimates
\[
(4.20) \quad \|u\|_{\mathbb{R}^n} \leq c \|u\|_{\mathbb{R}^n} \leq \cdots \leq c \|u\|_{m,\Omega}.
\]
In the case \( n = 2l, 1 \leq l \leq m \), we use \( m-l \) times estimate (4.6) and one time (4.7) as well as \( l-1 \) times (4.5). This yields the required assertion
\[
(4.23) \quad \|u\|_{\mathbb{R}^n} \leq \cdots \leq c \sum_{|x|=m-l} \frac{\partial^\tau u}{|x|^l} \|u\|_{\mathbb{R}^n} \leq \cdots \leq c \|u\|_{m,\Omega}.
\]

We remark that as in inequalities (4.5)—(4.7) it is possible to give explicit bounds for the constants \( c_1 \) and \( c_2 \) appearing in (4.18) and (4.19).

We abbreviate
\[
\mathcal{D}(\overline{\Omega}) = \{ u \in C^\infty(\overline{\Omega}) \mid \text{supp} \ u \ \text{compact} \}
\]
and define the weighted spaces
\[
(4.24) \quad H^m_w(\Omega) = \mathcal{D}(\overline{\Omega}) \| \cdot \|_{m,p,\Omega},
\]
\[
(4.25) \quad H^m_0w(\Omega) = \mathcal{D}(\overline{\Omega}) \| \cdot \|_{m,p,\Omega}.
\]
By Lemma 4.2 it follows that \( \| \cdot \|_{m,\Omega} \) and \( \| \cdot \|_{m,p,\Omega} \) are equivalent norms in the space \( H^m_0w(\Omega) \). The following result makes it possible to identify more directly which functions belong to the spaces \( H^m_w(\Omega) \) and \( H^m_0w(\Omega) \).

**Theorem 4.3.** Let \( \Omega \subset \mathbb{R}^n \) be an exterior domain. Then the following characterizations for the spaces \( H^m_w(\Omega) \) and \( H^m_0w(\Omega) \) are true.

(i) \( H^m_w(\Omega) = \{ u \in H^m_{0,loc}(\Omega) \mid \|u\|_{m,p,\Omega} \leq \infty \} \).

(ii) If \( \Omega \) has the segment property, then \( H^m_w(\Omega) = \{ u \in H^m_{0,loc}(\Omega) \mid \|u\|_{m,p,\Omega} \leq \infty \} \).

(iii) If the boundary \( \Gamma = \partial \Omega \) is smooth, then \( H^m_0w(\Omega) = \{ u \in H^m_w(\Omega) \mid \gamma_j u \Gamma = 0, \ j = 0, 1, \ldots, m-1 \} \).

**Proof.** We argue only the assertion (i). For the moment we define
\[
\tilde{H}^m_0w(\Omega) = \{ u \in H^m_{0,loc}(\Omega) \mid \|u\|_{m,p,\Omega} < \infty \}.
\]
Then the inclusion \( H_0^m(\Omega) \subset \tilde{H}_0^m(\Omega) \) is clear. On the other hand let \( u \in \tilde{H}_0^m(\Omega) \) be given. We take a fixed smoothing function \( \varphi \in \mathcal{D}(\mathbb{R}) \) such that \( \varphi(t) = 1, \ |t| < 1 \) and \( \varphi(t) = 0, \ |t| > 2 \), and define the sequence \( \varphi_k \in \mathcal{D}(\mathbb{R}^n) \) of the testfunctions \( \varphi_k, \ k \in \mathbb{N}, \ k > e^e \) by
\[
\varphi_k(x) = \begin{cases} 
1, & |x| < e^e, \\
\varphi \left( \frac{\ln \ln |x|}{\ln \ln k} \right), & |x| \geq e^e.
\end{cases}
\]

This sequence satisfies the estimate
\[
|\partial^t \varphi_k(x)| \leq c(1 + |x|)^{-1} \ln(e + |x|)^{-1},
\]
where the constant \( c \) is uniform with respect to \( k \).

If \( u \in \tilde{H}_0^m(\Omega) \), then we have \( u \varphi_k \in H_0^m(\Omega) \). Furthermore, a straightforward calculation using (4.27) yields with \( E(R) = \{x \ | \ |x| \geq R\} \) the upper estimate
\[
|||u - u \varphi_k|||_{m, \rho, \Omega} = |||u - u \varphi_k|||_{m, \rho, E(k)} \leq c |||u|||_{m, \rho, E(k)} \to 0.
\]
This proves the assertion.

The spaces \( K(\Omega), J(\Omega) \) and \( J^*(\Omega) \) which are needed for the exact definition of the exterior problem
\[
Au = f, \\
B_j u = g_j, \ j = 0, 1, \ldots, m
\]
are chosen as follows. We take
\[
K(\Omega) = \{f \in L^2(\Omega)\,(p_{m,0})^{-1}f \in L^2(\Omega)\},
\]
where the space \( K(\Omega) \) is endowed with the norm
\[
\|f\|_{K(\Omega)} = \|(p_{m,0})^{-1}f\|_{0,\Omega}.
\]
For \( J(\Omega) \) and \( J^*(\Omega) \) we choose
\[
J(\Omega) = \{u \in H_{loc}^{2m}(\tilde{\Omega}) \cap H_0^m(\Omega) \mid Au \in K(\Omega)\}, \\
J^*(\Omega) = \{u \in H_{loc}^{2m}(\tilde{\Omega}) \cap H_0^m(\Omega) \mid A^*u \in K(\Omega)\}.
\]

Now we turn to the general assumptions of Section 2.4. The assumptions (A1)—(A3) are clearly valid. Furthermore, let \( u \in J(\Omega) \) and \( v \in J^*(\Omega) \) such that \( u \) and \( v \) vanish in a neighbourhood of \( \Gamma_0 \). Then we have
\[
(Au|\varphi)_{0, \Omega} = B(u, \varphi)
\]
for all \( \varphi \in \mathcal{D}(\Omega) \) and
\[
(A^*v|\psi)_{0, \Omega} = B(\psi, v)
\]
for all \( \psi \in \mathcal{D}(\Omega) \). To employ the relations (4.33) and (4.34) for \( \varphi \in J^*(\Omega), \ \psi \in J(\Omega) \) we have to impose such conditions on the coefficients \( a_{\alpha\beta} \) that the sesquilinear form \( B \) becomes continuous with respect of \( \varphi \) and \( \psi \) in these spaces.
We make the assumption that for all multi-indices \( \alpha, \beta, |\alpha|, |\beta| \equiv m \),

\[
(B1) \quad |a_{\alpha\beta}(x)| \equiv cp_{m,|\alpha|}(x) \cdot p_{m,|\beta|}(x), \quad x \in \Omega,
\]

with a positive constant \( c \).

If \((B1)\) is valid, then the sesquilinear form \( B(\ldots) \) is well defined and continuous in \( H_0^m(\Omega) \times H_0^m(\Omega) \).

Furthermore, if \( u \in J(\Omega) \cap H_0^m(\Omega), \ v \in J^*(\Omega) \cap H_0^m(\Omega) \), there exist sequences \( \varphi_\nu, \psi_\nu \in \mathcal{D}(\Omega), \psi_\nu \to v \) in \( H_0^m(\Omega) \) and \( \varphi_\nu \to u \) in \( H_0^m(\Omega) \). Accordingly, by (4.33) and (4.34),

\[
(Au|v)_{0,\Omega} = \lim_{\nu} (Au|\psi_\nu)_{0,\Omega} = \lim_{\nu} B(u, \psi_\nu) = B(u, v),
\]

\[
(u|A^*v)_{0,\Omega} = \lim_{\nu} (\varphi_\nu|A^*v)_{0,\Omega} = \lim_{\nu} B(\varphi_\nu, v) = B(u, v).
\]

Thus, if condition \((B1)\) is valid, then \((A4)\) also holds.

For convenience, we finally assume that the sesquilinear form \( B(\ldots) \) is strongly coercive in \( H_0^m(\Omega_1) \) for the exterior subdomain \( \Omega_1 = \{x| |x| > R_1\} \). This means

\[
(B2) \quad \text{There exists a constant } c_1 > 0 \text{ such that}
\]

\[
(c_1 |u|^2_{m,p,\Omega_1} \equiv \Re B(u, u)
\]

for all \( u \in H_0^m(\Omega_1) \).

This assumption is valid if for example the coefficients \( a_{\alpha\beta} \) with \( |\alpha| + |\beta| < 2m \) are "small enough" and if \( A \) is uniformly strongly elliptic in \( \Omega \). If namely

\[
(B3) \quad |a_{\alpha\beta}(x)| \equiv \varepsilon p_{m,|\alpha|}(x) \cdot p_{m,|\beta|}(x)
\]

for all \( |\alpha| + |\beta| < 2m \), inequality \((B2)\) is valid if \( 0 \equiv \varepsilon \leq \varepsilon_0 \) when \( \varepsilon_0 > 0 \) is sufficiently small. For this we write \( B = B_0 + B_1 \), where

\[
B_0(u, v) = \sum_{|\alpha| = m} (a_{\alpha\beta} \partial^\alpha u | \partial^\beta v)_{0, \Omega_1},
\]

\[
B_1(u, v) = \sum_{|\alpha| + |\beta| < 2m} (a_{\alpha\beta} \partial^\alpha u | \partial^\beta v)_{0, \Omega_1}.
\]

By (4.18) and (4.38) we have

\[
(B3) \quad |B_1(u, u)| \equiv c\varepsilon |u|^2_{m,\Omega_1}.
\]

Then the uniform strong ellipticity implies

\[
(B4) \quad \Re B(u, u) \equiv a_0 |u|^2_{m,\Omega_1} - c\varepsilon |u|^2_{m,\Omega_1} \approx \frac{a_0}{2} |u|^2_{m,\Omega_1}
\]

if \( 0 \equiv \varepsilon \leq \varepsilon_0 a_0/2 \).

We collect our conclusions concerning the general assumption of Section 2.4.

**Lemma 4.4.** Let \( A \) be a strongly uniformly elliptic operator defined by (4.1) such that the coefficients are smooth and that they satisfy the conditions \((B1), \ (B2)\). If the spaces \( K(\Omega), J(\Omega), J^*(\Omega) \) are defined by (4.30)–(4.32), then the assumptions \((A1)\)–\((A6)\) are valid. Furthermore it holds that \( N(\mathcal{P}_1) = N(\mathcal{P}^*_1) = \{0\} \), \( R(\mathcal{P}_1) = R(\mathcal{P}^*_1) = K(\Omega_1) \times X_1 \).
Proof. It remains to prove the conditions (A5) and (A6). Let \( u \in N(\mathcal{P}_1) \). Then we have
\[
0 = \text{Re}(A(u|u))_{0, \Omega_1} = \text{Re} B(u, u) \equiv c \|u\|^2_{m, p, \Omega_1},
\]
which implies \( u = 0 \). In the same way \( N(\mathcal{P}_1^*) = \{0\} \).

Let on the other hand \( (f; g) \in K(\Omega_1) \times X_1 \) be given. We construct the solution \( w \) as follows. By Poincare’s inequality the form \( B(u, v) \) is strongly coercive in \( H^m_0(B(R_1, R_2)) \) if \( R_2 = R_1 + \delta \) and \( \delta > 0 \) is sufficiently small. Therefore the Dirichlet problem
\[
Av = f \quad \text{in} \quad B(R_1, R_2),
\]
(4.41)
\[
\gamma_1 v = g,
\]
\[
\gamma_2 v = 0,
\]
with \( \Gamma_j = \{x \mid |x| = R_j\} \) has a unique solution \( v \in H^m_0(B(R_1, R_2)) \) such that \( (B = B(R_1, R_2)) \)
\[
\|v\|_{2, B} \equiv c(\|f\|_{0, B} + \|g\|_{X_1}).
\]
(4.42)
We choose a smoothing function \( \varphi \in \mathcal{D}(\mathbb{R}^n) \) such that
\[
\varphi(x) = \begin{cases} 1, & |x| \leq R_1 + \delta/3, \\ 0, & |x| \leq R_1 + 2\delta/3 \end{cases}
\]
and define \( \bar{v} \in H^m_{\text{loc}}(\Omega_1) \) as the zero continuation of \( v \varphi \) outside \( B(R_1, R_2) \). We have
\[
\|\bar{v}\|_{2, \Omega_1} \equiv c(\|f\|_{0, B} + \|g\|_{X_1}).
\]
(4.43)
Furthermore, let \( w \in H^m_{0, \Omega_1} \) be a solution of the problem
\[
B(w, \varphi) = (f|\varphi)_{0, \Omega_1} - B(\bar{v}, \varphi), \quad \varphi \in H^m_{0, \Omega_1}.
\]
(4.44)
It holds that \( w \in H^m_{\text{loc}}(\Omega) \) with
\[
Aw = f - A\bar{v},
\]
(4.45)
\[
\gamma_1 w = 0.
\]
Thus by defining \( u = w + \bar{v} \) we have found a function \( u \in J(\Omega_1), \mathcal{P}_1 u = (f; g) \). Accordingly we have \( R(\mathcal{P}_1) = K(\Omega_1) \times X_1 \).

By regularity results for elliptic equations we conclude
\[
\|u\|_{2, \Omega_1(R)} \equiv c(R) (\|f\| K(\Omega_1) + \|g\|_{X_1} + \|u\|_{0, \Omega_1(R + 1)}).
\]
(4.46)
On the other hand (4.44) implies
\[
\|w\|_{m, p, \Omega_1} \equiv c(\|f\| K(\Omega_1) + \|\bar{v}\|_{m, p, \Omega_1}).
\]
(4.47)
Relations (4.46), (4.47) and (4.43) yield
\[
\|\mathcal{P}_1^{-1}(f; g)\|_{2, \Omega_1(R)} \equiv c(R) (\|f\| K(\Omega_1) + \|g\|_{X_1}),
\]
(4.48)
as required for (A6). The proof for \( (\mathcal{P}_1^*)^{-1} \) is same.
Let us formulate our main result of this section. By Lemma 4.4 we conclude from Theorem 3.6

**Theorem 4.5.** Let $A$ be a strongly elliptic operator given by (4.1) in a smooth exterior domain $\Omega$. Furthermore, let assumptions (B1) and (B2) be satisfied and let the boundary operators $\{B_j\}_{j=0}^{m-1}$ be given such that $(A; \{B_j\}_{j=0}^{m-1})$ is a regular problem. If the spaces $K(\Omega), J(\Omega)$ and $J^*(\Omega)$ are defined by (4.30)—(4.32), then the operator $P = (A_0; B_0u, ..., B_{m-1}u)$, $P : J(\Omega) \to K(\Omega) \times X_0$ is an indexed operator with the index $z = z_2$, where $z_2$ is the index of the operator $P_2$ (Section 3) referring to a boundary problem for a bounded domain. For the range $R(P)$ holds the characterization $(f; g) \in R(P)$ if and only if $(f; g) \in K(\Omega) \times X_0$ such that

$$(4.49) \quad (f|v)_{0,\Omega} - \sum_{j=0}^{m-1} \langle g_j | T_j u \rangle_{0,\Omega} = 0$$

for all $v \in N(P^*)$.

**Remark 4.6.** The assumption (4.38) can be replaced e.g. by

$$(4.50) \quad |a_{z|}(x) x \leq c g(x) p_m, |x| p_m, |z| (x)$$

for all $|x| + |z| < 2m$, where $g$ tends to zero at infinity.

**5. Radiation problems**

Here we consider problems which describe the radiation of the time-harmonic waves physically. The typical second order example is the Helmholtz equation $(k > 0)$

$$(5.1) \quad (A + k^2) u = f,$$

$Bu|_{\Gamma_0} = g$$

with the Sommerfeld type radiation condition

$$(5.2) \quad \frac{\partial}{\partial r} u - iku \in L^2(\Omega).$$

By condition (5.2) the wave is required to be outgoing. The incoming wave can be fixed if we, instead of (5.2), employ the condition

$$(5.3) \quad \frac{\partial}{\partial r} u + iku \in L^2(\Omega).$$

The theory of the exterior problem (5.1) and (5.2) (or (5.3)) is well-studied. The first arguments showing the uniqueness of solutions with Dirichlet or Neumann boundary conditions were based on Rellich's growth estimate, Rellich [29].

$$(5.4) \quad \liminf_{R \to \infty} R^{-1} \int_{R_\infty}^{R_\infty} |u|^2 \, dx > 0$$
for solutions $u \neq 0$ of the equation $(A + k^2)u = 0$, $|x| \equiv R_0$. In the case of the more general second order equation

\[(5.5) \quad \sum_{i,j=1}^{n} \partial_i(a_{ij} \partial_j u) + \sum_{j=1}^{n} a_j \partial_j u + (k^2 + a_0)u = f\]

Rellich-type growth estimates were proved by Jäger [13] and Kato [15]. For extensions of Rellich’s results for higher order operators see Agmon and Hörmander [2] and Hörmander [12].

Existence results were first achieved by Eidus [7], where the principle of the limiting absorption for exterior radiation problems was introduced. These existence results were later improved by Jäger [13] and by Saito [30].

The articles mentioned above deal with the Dirichlet- or the Neumann type boundary condition or the whole space problem. Other boundary conditions have been studied by Levine [20], where a uniqueness result which also covers the third boundary value problem was proved. Furthermore, Danilova [5] treated an oblique problem for the damped Helmholtz equation. Finally, Witsch [43] proved a Fredholm theorem for general non-tangential second order oblique problems.

The case of the higher order equations, which we, differently from (1.2), write here as $(\lambda > 0)$

\[(5.6) \quad (A - \lambda)u = f, \]

\[B_ju|_{\partial R} = g_j, \quad j = 0, \ldots, m-1,\]

with

\[(5.7) \quad Au = \sum_{0 \leq |x|, |\beta| \leq m} (-1)^{|x|} \partial^\beta (a_{x\beta} \partial^\beta u),\]

has been elaborated by Eidus [8], Finozenok [9], Grušin [10] and Vainberg [35], [36] as well as by Vogelsang [38], [39]. In particular, Vainberg derives in [36] a Fredholm type theorem for general radiation problems with regular boundary conditions. However, the orthogonality conditions were not described. In this section we shall see that Theorem 3.6 also applies to radiation problems of the order $2m$ and yields a Fredholm result with explicit solvability conditions. By assumptions (A1)—(A6) we presuppose some knowledge of the auxiliary Dirichlet problem. Thus, to employ Theorem 3.6 for a great class of elliptic radiation problems, we use the results of Vogelsang [38], [39].

We have to recall some notations and assumptions of [39]. For every positive parameter $\delta$ we use the weight functions

\[(5.8) \quad q(x) = (1 + |x|)^{-\delta}\]

\[(5.9) \quad p(x) = (1 + |x|)^{-1/2 - \delta},\]

\[(5.10) \quad q(x) = (1 + |x|)^{1-\delta}.\]

We define

\[(5.11) \quad C_k^s(\Omega) = \{u \in C^k(\overline{\Omega}) \mid \sup_{|x| \leq k, x \in \Omega} |\partial^2 u(x)| < \infty\}.\]
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For any weight function \( t(x) > 0 \) we employ the norm

\[
\|u\|_{k,t,\Omega} = \left( \sum_{|\alpha| = k} \|t^{\alpha} u\|_{0,\Omega}^2 \right)^{1/2}
\]

and we abbreviate

\[
C^k_{\ast ast}(\overline{\Omega}) = \{ u \in C^k(\overline{\Omega}) | \|u\|_{k,t,\Omega} < \infty \}.
\]

The space \( H^k_t(\Omega) \) is defined as the closure of \( C^k_{\ast ast}(\overline{\Omega}) \) with respect to the norm \( \| \cdot \|_{k,t,\Omega} \) and the space \( \mathcal{H}_0^k(\Omega) \) describing the homogeneous Dirichlet boundary conditions is the closure of \( \mathcal{D}(\Omega) \) in \( H^k_t(\Omega) \).

The following assumptions shall be employed:

(C11) The operator \( A \) obeys \( a_{2\beta} \in C^\infty(\overline{\Omega}), a_{2\beta} = a_{2\beta} \in \mathbb{R} \) and \( A \) is uniformly strongly elliptic:

\[
\sum_{|\alpha| = \beta = m} a_{2\beta}(x) \zeta^{x + \beta} \equiv a_0 |\zeta|^{2m}, \quad (x, \zeta) \in \overline{\Omega} \times \mathbb{R}^n
\]

for a constant \( a_0 \geq 0 \).

(C12) There exist constants \( a_{2\beta} \in \mathbb{R} \) such that \( a_{2\beta} = a_{2\beta}^{*}, a_{2\beta} = 0 \) and

\[
|a_{2\beta}(x) - a_{2\beta}^*| \leq c |x|^{-1}, \quad |\partial x a_{2\beta}(x)| \leq c |x|^{-2}, \quad |\tau| \equiv 1.
\]

We use the polynomial

\[
P^*(\zeta) = \sum_{|\alpha|, |\beta| = m} \alpha_{2\beta} j^{x - 1} \zeta^{x + \beta}, \quad \zeta \in \mathbb{R}^n.
\]

Let \( \mathcal{N} = \mathcal{N}(\lambda) \) be the surface of the real zeros

\[
\mathcal{N} = \{ \zeta \in \mathbb{R}^n | P^*(\zeta) = \lambda = 0 \}.
\]

(C13) We assume that \( \mathcal{N} \) is connected and that for any \( \eta \in \mathcal{N} \)

\[
D_\eta P^*(\eta) \neq 0, \quad (D_\eta, P^*(\eta))^n_{i, j = 1} \text{ is positive definite.}
\]

Furthermore, let us write

\[
\Phi(\eta, \zeta) = P^*(\eta \zeta) - D_\eta P^*(\eta) \zeta - P^*(\eta), \quad (\eta, \zeta) \in \mathcal{N} \times \mathbb{R}^n.
\]

We assume that the requirement of a stronger ellipticity

(C14) \[
\Phi(\eta, \zeta) \equiv c (|\zeta|^2 + |\zeta|^{2m})
\]

\[
|\zeta| D_\eta \Phi(\zeta, \eta) - \Phi(\eta, \zeta) \equiv c (|\zeta|^2 + |\zeta|^{2m}), \quad (\eta, \zeta) \in \mathcal{N} \times \mathbb{R}^n
\]

is valid. Here \( D_\zeta = \nabla_\zeta, D_{|\zeta|} = |\zeta|^{-1}(\zeta \cdot \nabla_\zeta) \).

The assumptions (C11)—(C14) are essentially those of [39]. However, we employ our general assumption on the smoothness of the coefficients. The condition that the coefficients are real does not appear in [39].

We remark that by \( a_{2\beta} = a_{2\beta}^* \) we may without any loss of generality suppose that \( a_{2\beta} = 0 \) if \( |x| + |\beta| \) is odd.
The radiation problem is defined by using the notion of the characteristic function \( s \in C^\infty (\mathbb{R}^n \setminus \{0\}) \) (cf. Hörmander [11], Schulenberger—Wilcox [34]) given by

\[
(5.20) \quad s(x) = \sigma(\hat{x}) \cdot x, \quad \hat{x} = |x|^{-1}x,
\]

where \( \sigma : S^{n-1} \to N(\lambda), \) \( S^{n-1} = \{x \in \mathbb{R}^n \mid |x| = 1\}, \) is the inverse of the Gauss mapping satisfying \( x \cdot \sigma(\hat{x}) > 0 \) and \( \sigma(\hat{x}) > 0. \)

The radiation condition now appears in the form

\[
(5.22) \quad \partial^x(e^{-is}u) \in L^2_\Omega(E(R_0)), \quad 1 \leq |x| \leq m,
\]

with \( E(R_0) = \{x \in \mathbb{R}^n \mid |x| > R_0\}, \) where \( R_0 > 0 \) is any number such that \( E(R_0) \subseteq \Omega. \) The condition (5.22) is “outgoing”. The “incoming” condition reads

\[
(5.23) \quad \partial^x(e^{is}u) \in L^2_\Omega(E(R_0)), \quad 1 \leq |x| \leq m.
\]

We define the spaces \( J(\Omega), J^*(\Omega) \) and \( K(\Omega) \) by setting

\[
(5.24) \quad K(\Omega) = L^2_\Omega(\Omega),
\]

\[
(5.25) \quad J(\Omega) = \{u \in H^2_p(\Omega) \mid \partial^x(e^{-is}u) \in L^2_\Omega(E(R_0)), \quad 1 \leq |x| \leq m, \quad (A - \lambda)u \in K(\Omega)\},
\]

\[
(5.26) \quad J^*(\Omega) = \{u \in H^2_p(\Omega) \mid \partial^x(e^{is}u) \in L^2_\Omega(E(R_0)), \quad 1 \leq |x| \leq m, \quad (A - \lambda)u \in K(\Omega)\},
\]

Now, the operators \( \mathcal{P} : J(\Omega) \to K(\Omega) \times X_0 \) and \( \mathcal{P}^* : J^*(\Omega) \to K(\Omega) \times X_0 \) are given by \( (A^* = A) \)

\[
(5.27) \quad \mathcal{P}u = (Au - \lambda u; B_0u, \ldots, B_{m-1}u),
\]

\[
(5.28) \quad \mathcal{P}^*u = (Au - \lambda u; C_0u, \ldots, C_{m-1}u).
\]

We shall apply Theorem 3.6 in the case where for the Dirichlet problem the following spectral result is valid.

(CII) For the exterior domain \( \Omega_1 \subseteq \Omega \) the problem

\[
(5.29) \quad (A - \lambda)u = 0, \quad u \in J(\Omega_1),
\]

\[
\gamma_j u|_{\Gamma_1} = 0, \quad j = 0, \ldots, m-1,
\]

has only the trivial solution \( u = 0. \)

We refer to Vogelsang [38] for a discussion of the cases where this assumption is valid. Note that since the coefficients of \( A \) are real, it holds that the condition \( u \in J(\Omega_1) \) is equivalent to \( \bar{u} \in J^*(\Omega_1) \). Therefore, if (CII) is valid, then the adjoint
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\[(A - \lambda)u = 0, \quad u \in J^*(\Omega_1),\]
\[(5.30)\]
\[\gamma_j u |_{r_1} = 0, \quad j = 0, \ldots, m - 1,\]

only has the trivial solution.

Furthermore note that for \(u \in H^m_p(\Omega_1)\) the condition \(\gamma_j u |_{r_1} = 0, \quad j = 0, \ldots, m - 1\) is equivalent to the requirement \(u \in H^m_{0p}(\Omega_1)\) and thus the results of [38] can be adapted.

We are able to state

**Lemma 5.1.** Let the conditions (CI) and (CII) be satisfied. If for the parameter \(\delta\) holds \(0 < \delta \leq 1/4\), then the assumptions (A1)—(A3), (A5) and (A6) are valid.

**Proof.** The validity of (A1) and (A2) is a direct consequence of the definitions (5.24)—(5.26). For (A3) we note that if \(u \in J^*(\Omega)\) and \(f \in K(\Omega), \quad 0 < \delta \leq 1/4\), then we have

\[
\int_{\Omega} |u f| \, dx \equiv \int_{\Omega} (1 + |x|)^{-1/2 - \delta} |u|(1 + |x|)^{1-\delta} |f| \, dx \leq \|u\|_{0, p, \Omega} \|f\|_{0, \varrho, \Omega} < \infty.
\]

The condition (CII) is essentially used to guarantee that \(N(\mathcal{P}_1) = N(\mathcal{P}_1^*) = \{0\}\) and that \(R(\mathcal{P}_1) = R(\mathcal{P}_1^*) = K(\Omega_1) \times X_1\). The first of these assertions follows by [39], Satz 1. The latter is a consequence of [39], Satz 4. Furthermore, we obtain by the same result (cf. proof of Lemma 4.4)

\[
\sum_{1 \leq |x| \leq m} \|\partial^x (e^{-i}u)\|_{0, q, E(R_0)} + \|u\|_{2m, p, \Omega_1} \leq c(R_0)(\|f\|(K(\Omega_1)) + \|g\|(X_1)) \quad (5.31)
\]

for \(\mathcal{P}_1 u = (f; g)\) and

\[
\sum_{1 \leq |x| \leq m} \|\partial^x (e^{i}u)\|_{0, q, E(R_0)} + \|u\|_{2m, p, \Omega_1} \leq c(R_0)(\|f\|(K(\Omega_1)) + \|g\|(X_1)) \quad (5.32)
\]

for \(\mathcal{P}_1^* u = (f; g)\).

These estimates imply that (A5) and (A6) are valid.

The verification of (A4) requires the following:

**Lemma 5.2.** If \(u \in J(\Omega), \quad v \in J^*(\Omega)\) are given such that they vanish in a neighbourhood of the boundary \(\partial \Omega\), then we have

\[
\left((A - \lambda)v\right)_{0, \Omega} = (u(A - \lambda)v)_{0, \Omega} \quad (5.33)
\]

**Proof.** Choose \(\psi \in \mathcal{D}(\mathbb{R}), \quad \psi \equiv 0\), such that \(\psi(t) = 1, \quad t \in [0, 1]\) and define

\[
\psi_R(x) = \psi(R^{-1}s(x)), \quad R > 0.
\]

Then we have by Green's formula

\[
\left((A - \lambda)v\right)_{0, \Omega} - (u(A - \lambda)v)_{0, \Omega} = \lim_{R \to \infty} \left\{ (Au\psi_R v)_{0, \Omega} - (\psi_R u | Av)_{0, \Omega} \right\}
\]

\[
= \lim_{R \to \infty} \sum_{|x|, |\beta| \leq m} \{a_{x\beta} \partial^\beta u | \partial^\beta (\psi_R v))_{0, \Omega} - (a_{x\beta} \partial^\beta (\psi_R u)) | \partial^\beta v)_{0, \Omega} \} = \lim_{R \to \infty} I_R.
\]

We apply Leibniz's rule to \(\partial^x (\psi_R v), \partial^x (\psi_R u)\), and split the resulting sum into
terms, where $\psi_R$ is differentiated zero, one or more than one time. This yields

$$I_R = \sum_{|r|, |p| \leq m} \{ (a_{sb} \psi_R \partial^p u | \partial^r v )_{0, \Omega} - (a_{sb} \psi_R \partial^p u | \partial^r v )_{0, \Omega} \}$$

$$+ \sum_{|r|, |p| \leq m} \sum_{j=1}^{n} \alpha_j \{ (a_{sb} (\partial^j \psi_R) \partial^p u | \partial^r v )_{0, \Omega} - (a_{sb} (\partial^j \psi_R) \partial^p u | \partial^r v )_{0, \Omega} \}$$

$$+ \sum_{|r|, |p| \leq m} \sum_{|\gamma| \geq 2} \{ (a_{sb} (\partial^r \psi_R) \partial^p u | \partial^\gamma v )_{0, \Omega} - (a_{sb} (\partial^r \psi_R) \partial^p u | \partial^\gamma v )_{0, \Omega} \}.$$

Since $a_{sb} = a_{ps}$, the first sum vanishes identically. For the derivatives of $\psi_R$

$$| (\partial^j \psi_R) (x) | \leq c R^{1 - |r|} \leq c |x|^{-|r|},$$

where $c$ is a constant independent of $R$. For (5.35) we have used the property

$$| (\partial^r s) (x) | \leq c |x|^{-|r| + 1}$$

of the characteristic function.

Let $\sigma_1 = \max \{ \sigma (\hat{\xi}) \cdot \hat{\xi} \mid \xi \in S^{n-1} \}$. Then the function $\psi_R$ is identically one in the ball $B(\sigma_1^{-1} R) = \{ x \mid |x| < \sigma_1^{-1} R \}$. Thus, by (5.35), any term in the third sum in (5.34) can be estimated by

$$c \sum_{|r|, |p| \leq m} \int_{|x| > \sigma_1^{-1} R} |x|^{-2} |\partial^p u| |\partial^r v| \, dx.$$

Since $|\partial^p u|, |\partial^r v|$ belong to $L^2_p (\Omega)$, the integrals in (5.37) tend to zero as $R$ tends to infinity.

It remains to show that the second term in (5.34) tends to zero. For this note that

$$\partial_j \psi_R (x) = (\partial_j s) \psi_R,$$

where

$$| \psi_R (x) | \leq | R^{-1} \psi' (R^{-1} s (x)) | \leq c |x|^{-1}.$$

Furthermore, if $a_j \neq 0$, we get by Leibniz’s rule $(e_j = (\delta_{kj})_{k=1}^n)$

$$\partial^2 u = \partial^2 - e_j \partial_j (e^i (e^{-i} u)) = \partial^2 - e_j (i (\partial_j s) u + e^i \partial_j (e^{-i} u))$$

$$= i (\partial_j s) \partial^2 - e_j u + \left[ i \sum_{0 \neq \mu \neq e_j} \left( \begin{array}{c} \nu - e_j \\ \mu \end{array} \right) (e^\mu - e^\nu) (e^{-\nu} - e^{-\mu} u) \right]$$

$$+ \sum_{0 \neq \mu \neq e_j} \left( \begin{array}{c} \nu - e_j \\ \mu \end{array} \right) (e^\mu - e^\nu) (e^{-\nu} u)$$

$$= i (\partial_j s) \partial^2 - e_j u + i u_{z, j},$$

where the term in the brackets has been abbreviated by $i u_{z, j}$. By means of (5.36) we see from the definition of $J (\Omega)$ that $u_{z, j} \in L^2_q (E(R_0))$. In the same way one realizes that

$$\partial^2 v = - i (\partial_j s) \partial^2 - e_j v + i v_{z, j}, \quad v_{z, j} \in L^2_q (E(R_0)).$$
Hence, we get from (5.38), (5.40) and (5.41)

\[
(\partial_j \psi_R) \partial^{x-e_j} v = i \psi_R \partial^\nu v + \psi_R v_{x_j},
\]

\[
(\partial_j \psi_R) \partial^{x-e_j} v = -i \psi_R \partial^\nu u - \psi_R u_{x_j}.
\]

Insertion of these relations into the second term in (5.34) yields

\[
(5.42) \quad \sum_{|\alpha|,|\beta| \leq m} \sum_{j=1}^n \alpha_j \{(a_{x\beta}(\partial_j \psi_R) \partial^\beta u |\partial^{x-e_j} v)_{0,\Omega} - a_{x\beta}(\partial_j \psi_R) \partial^{x-e_j} u |\partial^\beta v)_{0,\Omega}\}
\]

\[
= \sum_{|\alpha|,|\beta| \leq m} \sum_{j=1}^n \alpha_j \{(-i a_{x\beta} \psi_R \partial^\beta u |\partial^{x} v)_{0,\Omega} + i (a_{x\beta} \psi_R \partial^\beta u |\partial^\beta v)_{0,\Omega}\}
\]

\[
+ \sum_{|\alpha|,|\beta| \leq m} \sum_{j=1}^n \alpha_j \{(a_{x\beta} \psi_R \partial^\beta u |u_{x_j})_{0,\Omega} + (a_{x\beta} \psi_R u_{x_j} |\partial^\beta v)_{0,\Omega}\}.
\]

Since \(0 < \delta \leq 1/4\), the last sum tends to zero as \(R\) tends to infinity. We split the first sum on the right side of (5.42) into

\[
S = S_1 + S_2,
\]

where

\[
S_1 = i \sum_{|\alpha|,|\beta| \leq m} \sum_{j=1}^n \alpha_j \{(a_{x\beta}^* - a_{x\beta}) \psi_R \partial^\beta u |\partial^{x} v)_{0,\Omega} - ((a_{x\beta}^* - a_{x\beta}) \psi_R \partial^\beta u |\partial^\beta v)_{0,\Omega}\}
\]

\[
S_2 = i \sum_{|\alpha|,|\beta| \leq m} \sum_{j=1}^n \alpha_j \{(a_{x\beta}^* \psi_R \partial^\beta u |\partial^\beta v)_{0,\Omega} - (a_{x\beta}^* \psi_R \partial^\beta u |\partial^\gamma v)_{0,\Omega}\}.
\]

The term \(S_1\) can be estimated as in (5.37) and tends to zero. Since \(a_{x\beta}^* = a_{x\beta}^*\), \(S_2\) can be written in the form

\[
S_2 = \sum_{|\alpha|,|\beta| \leq m} (b_{x\beta} \psi_R \partial^\beta u |\partial^\beta v)_{0,\Omega},
\]

where

\[
b_{x\beta} = \sum_{j=1}^n i (\alpha_j - \beta_j) a_{x\beta}^* = b_{x\beta} = -b_{x\beta}.
\]

Since \(\psi_R\) has compact support, integration by parts and application of Leibniz's rule gives

\[
(5.43) \quad S_2 = \sum_{|\alpha|,|\beta| \leq m} (\psi_R b_{x\beta} (-1)^{|\beta|} \partial^{\beta} v |\partial^{x} v)_{0,\Omega}
\]

\[
+ \sum_{|\alpha|,|\beta| \leq m} \sum_{0 < \gamma < \beta} \binom{\beta}{\gamma} (b_{x\beta} \partial^{\beta - \gamma} v |\partial^{\gamma} \psi_R)_{0,\Omega}.
\]

In the second sum the derivatives \(\partial^{\beta - \gamma}\) can be carried to the right side again, yielding integrals which can be estimated by (5.37) and hence tend to zero.

Since \(a_{x\beta}^* = 0\) if \(|\alpha| + |\beta|\) is odd, we have \((-1)^{|\alpha| + |\beta|} = 1\) or \(b_{x\beta} = 0\). This
gives the formulae
\[(5.44) \sum_{|x|,|\beta| \leq m} (\tilde{\psi}_R b_{2\beta}(-1)^{\beta}|x|^{2\beta+2}u|v)_{0,\Omega} = \sum_{|x|,|\beta| \leq m} (\tilde{\psi}_R b_{2\beta}\partial^{\beta}u|\partial^{\beta}v)_{0,\Omega} + o(1),\]
\[(5.45) \sum_{|x|,|\beta| \leq m} (\tilde{\psi}_R b_{2\beta}(-1)^{\beta}|x|^{2\beta+2}u|v)_{0,\Omega} = \sum_{|x|,|\beta| \leq m} (\tilde{\psi}_R b_{2\beta}\partial^{\beta}u|\partial^{\beta}v)_{0,\Omega} + o(1),\]
where \(o(1)\) denotes an expression similar to the last sum in (5.43). Combining (5.43)—(5.45) we obtain \(S_x = o(1)\). Thus the lemma is proved.

By Lemma 5.1 and Lemma 5.2 we conclude from Theorem 3.6.

**Theorem 5.3.** Let \(A\) be a uniformly strongly elliptic operator in the smooth exterior domain \(\Omega\) such that the assumptions (CI) and (CII) are satisfied. Then the regular exterior boundary value problem \((\lambda = 0, 0 < \delta \leq 1/4)\)
\[(A - \lambda)u = f, \quad u \in H^{2m}_p(\Omega), \quad f \in L^2_0(\Omega),\]
\[(5.46) B_j u |_{\Gamma_0} = g_j \in H^{2m-2^j-1/2}(\Gamma_0), \quad j = 0, 1, ..., m - 1,\]
\[\partial^x (e^{-ix}u) \in L^2_0(E(R_0)), \quad 1 \leq |x| \leq m,\]
has a finite index \(\chi = \chi_\alpha\) (for notation see Section 3).

The solvability conditions for (5.46) read: for \((f, g) \in L^2_0(\Omega) \times \prod_{j=0}^{m-1} H^{2m-2^j-1/2}(\Gamma_0)\) there exists a solution if and only if
\[(f|v)_{0,\Omega} - \sum_{j=0}^{m-1} \langle g_j |T_j v\rangle_{0,\Gamma_0} = 0,\]
holds for all \(v\) which are solutions of the homogeneous adjoint problem
\[(A - \lambda)v = 0, \quad v \in H^{2m}_p(\Omega),\]
\[(5.48) C_j v |_{\Gamma_0} = 0, \quad j = 0, 1, ..., m - 1,\]
\[\partial^x (e^{ix}v) \in L^2_0(E(R_0)), \quad 1 \leq |x| \leq m.\]

**6. Polynomials of the Laplacian**

As a final example we consider differential operators \(A\) of the type
\[A = P(L),\]
where \(L\) is a uniformly strongly elliptic partial differential operator of second order
\[Lu(x) = \sum_{i,j=1}^{n} \partial_i(a_{ij}(x)\partial_j u(x)) + a(x)u(x),\]
where \(a_{ij}(x), a(x)\in R\) and \(a_{ij} = a_{ji}\) and where \(P = P(t)\) is a normalized polynomial with real coefficients of degree \(m\) in one variable. Hence \(A^* = A\). Since we shall base our discussion of problem (2.15) on the results in [45], let us briefly recall the assumptions on \(L\) and \(P\) and the results of this paper.
For the coefficients of $L$ we require

$$a_{ij} - \delta_{ij}, \quad a \in \mathcal{S}(\mathbb{R}^n),$$

where $\delta_{ij}$ is Kronecker's symbol, and where $\mathcal{S}(\Omega)$ denotes Schwartz's space

$$\mathcal{S}(\Omega) = \{ \varphi \in C^\infty(\Omega) \mid \lim_{|x| \to \infty} |x|^k \varphi(x) = 0 \text{ for any } k \in \mathbb{N} \}$$

of rapidly vanishing smooth functions.

The polynomial $P$ does neither vanish at $t = 0$ (cf. [32] to avoid this assumption) nor at any $t$ such that $(L - t)u = 0$ has a nontrivial solution in $L^2(\mathbb{R}^n)$. The latter seems not to be a severe restriction for one can change the coefficients in some bounded region to avoid this assumption. The zeros of $P$ are denoted by $-k^2_q$, $q = 1, \ldots, q$, where $\text{Im} k_q \geq 0$, $k_q \neq 0$, $k^2_0 \neq k^2_\tau$ for $q \neq \tau$. By $r_q$ we mean the order of $-k^2_q$ as a zero of $P$. Hence

$$P(t) = \prod_{q=1}^{q} (t + k^2_q)^{r_q}.$$

The results of [45, Ch. 2] are collected in the following lemma. For its formulation we denote by $\Omega$ some exterior domain, by $A$ the first order operator

$$A = \sum_{i=1}^{n} x_i \partial_i,$$

and by $\mathcal{H}(\Omega)$ the space

$$\mathcal{H}(\Omega) = \{ \varphi \in C^\infty(\Omega) \mid \lim_{|x| \to \infty} |x|^{k} \varphi(x) = 0 \text{ for some } k \in \mathbb{N} \}.$$

We have

**Lemma 6.1.** Any solution $u \in \mathcal{H}(\Omega)$ of the equation

$$P(L)u = f \in \mathcal{S}(\Omega)$$

can be decomposed as

$$u = \sum_{\mu=1}^{q} \sum_{v=0}^{r_{\mu-1}} A^v u_{\mu,v},$$

where $u_{\mu,v}$ ($\mu = 1, \ldots, q; v = 0, \ldots, r_{\mu-1}$) belong to $\mathcal{H}(\Omega)$ and solve

$$(L + k^2_{\mu})u_{\mu,v} = f_{\mu,v} \in \mathcal{S}(\Omega).$$

The functions $u_{\mu,v}$ and $f_{\mu,v}$ can be calculated by application of certain systems of differential operators to the pair $(u, f)$. The decomposition of $u$ is unique in the following sense: If $u_{\mu,v}$, $v_{\mu,v} \in \mathcal{H}(\Omega)$ satisfy

$$(L + k^2_{\mu})u_{\mu,v} \in \mathcal{S}(\Omega); \quad (L + k^2_{\mu})v_{\mu,v} \in \mathcal{S}(\Omega)$$

and

$$\sum_{\mu=1}^{q} \sum_{v=0}^{r_{\mu-1}} A^v u_{\mu,v} = \sum_{\mu=1}^{q} \sum_{v=0}^{r_{\mu-1}} A^v v_{\mu,v},$$

we have $u = u_{\mu,v}$ and $f = f_{\mu,v}$.
then
\[ u_{\mu,v} - v_{\mu,v} \in \mathcal{S}(\Omega). \]

We are interested in solving the problem (1.2) with \( A = P(L) \) for \( f \in H^0_{\text{voro}}(\bar{\Omega}) \). Hence we choose
\[ K(\Omega) = H^0_{\text{voro}}(\bar{\Omega}). \]

Since the components \( u_{\mu,v} \) satisfy reduced wave equations, asymptotic conditions for \( u \) can be formulated by imposing radiation conditions on \( u_{\mu,v} \).

For the definition of \( J(\Omega), J^*(\Omega) \) we denote by \( s = (s_1, \ldots, s_q) \) a \( q \)-vector of real units, \( s_i \in \{-1, +1\} \) and put \( s^* = -s \). Then the space \( J^*(\Omega) \) is defined as the space of all functions \( u \in H^m_{\text{loc}}(\bar{\Omega}) \) which for some sufficiently large \( S > 0 \) satisfy
\[
\text{supp} \ P(L) u \subset \Omega(S). \tag{6.1}
\]
\[
\sum_{\mu=1}^{q} \sum_{v=0}^{r_{\mu}-1} A^v u_{\mu,v}, \tag{6.2}
\]
where for the component \( u_{\mu,v} \)
\[
(L + k_{\mu}^2)u_{\mu,v} \in \mathcal{S}(\Omega(\bar{\Omega}(S)), \tag{6.3}
\]
\[
D u_{\mu,v} - is^{(s)} k_{\mu} u_{\mu,v} \in L^2(\Omega(\bar{\Omega}(S)), \tag{6.4}^{(*)}
\]
with
\[
D := \sum_{i,j} \ x_i |x|^{-1} a_{ij}(x) \partial_j. \]

Note that the radiation condition (6.4)\(^{(*)} \) yields \( u_{\mu,v} \in H^2(\Omega(\bar{\Omega}(S)) \) if \( \text{Im} \ k_{\mu} > 0 \), Jäger [13].

The decomposition of \( u \) suggests that we may admit more general conditions at infinity: given \( \mu \), (6.4)\(^{(*)} \) gives the same kind of radiation condition for any \( v = 0, \ldots, r_{\mu} - 1 \). Only in this case is the validity of Green's identity (2.19) proved in [45, Theorem 3.3].

**Lemma 6.2.** Let \( s \in \{-1, 1\}^q \) be fixed. Then we have

(i) For any \( f \in \mathcal{S}(\mathbb{R}^n) \) there exists a unique solution \( u \in \mathcal{S}(\mathbb{R}^n) \) of \( P(L) u = f \), satisfying (6.2)–(6.4). There exists a positive integer \( l \) and a positive real number \( p \) independent of \( u \) and \( f \), such that for any \( R > 0 \) the solution \( u \) can be estimated by
\[
||u||_{2m, \mathcal{B}^{(R)}} \equiv c(1 + |x|^2)^p f \mathcal{I}, \tag{6.5}
\]
where \( \mathcal{B}^{(R)} = \{x \mid |x| < R\} \) and where the constant \( c = c(R) \) is independent of \( u \) and \( f \).

(ii) For any exterior domain \( \Omega \), the spaces
\[
\mathcal{N}(\Omega) = \{u \in J(\Omega) \cap H_{0,\text{loc}}^m(\Omega) | P(L) u = 0\}
\]
respectively
\[
\mathcal{N}^*(\Omega) = \{u \in J^*(\Omega) \cap H_{0,\text{loc}}^m(\Omega) | P(L) u = 0\}
\]
are of the same finite dimension \( d \).
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(iii) For $f \in \mathcal{S}(\overline{\Omega}) := \{ \hat{f}|_{\Omega} \mid \hat{f} \in \mathcal{S}(\mathbb{R}^n) \}$ the Dirichlet problem

$$u \in J(\Omega) \cap H^m_{0, \text{loc}}(\overline{\Omega}), \quad P(L)u = f$$

is solvable if and only if

$$(f|v)_{0,\Omega} = 0, \quad \text{for all } u \in \mathcal{N}^*(\Omega).$$

Lemma 6.2 does not fit in the framework of the theory established in Chapters 2 and 3. For example, (6.6) should be solved for $f \in K(\Omega)$ and also inhomogeneous boundary conditions should be considered. To take this into account we suppose that $\Omega$ has a smooth boundary $\Gamma$ and prove the following estimate:

**Lemma 6.3.** Let for some $S > \sup \{|x| \mid x \in \Gamma\}$ the function $u \in J(\Omega)$ satisfy

$$\text{supp } P(L)u \subset \Omega(S).$$

Then for any $R > 0$ there exists a constant $c$, depending on $R$ and on $S$, but not on $u$, such that

$$\|u\|_{2m, \Omega(R)} \leq c \left( \|P(L)u\|_{0, \Omega(S)} + \sum_{j=0}^{m-1} \|\gamma_j u\|_{2m-j-1/2, R} + \|u\|_{0, \Omega(S+1)} \right).$$

**Proof:** Let us consider a testfunction $\chi \in \mathcal{D}(\mathbb{R}^n)$ such that $\chi \equiv 1$ in $B(S+1/3)$ and that $\text{supp } \chi \subset B(S+2/3)$. Writing

$$u_1 = \chi u, \quad u_2 = (1-\chi)u$$

and continuing $u_2$ by zero, we get from Lemma 6.2 (i)

$$\|u_2\|_{2m, B(R)} \leq c \left( \|P(L)u_2\|_{1, \mathbb{R}^n} \right) \leq c \left( \|u\|_{l+2m-1, B(S+2/3) \setminus B(S+1/3)} \right)$$

and further from the well-known a priori estimate ([21], p. 149)

$$\|u_1\|_{2m, \Omega(S)} \leq \|u_1\|_{2m, \Omega(S+1)}$$

$$\leq c \left( \|P(L)u_1\|_{0, \Omega(S+1)} + \sum_{j=0}^{m-1} \|\gamma_j u_1\|_{2m-j-1/2, R} + \|u_1\|_{0, \Omega(S+1)} \right)$$

$$\leq c \left( \|P(L)u\|_{0, \Omega(S)} + \sum_{j=0}^{m-1} \|\gamma_j u\|_{2m-j-1/2, R} + \|u\|_{0, \Omega(S+1)} + \|u\|_{2m-1, B(S+2/3) \setminus B(S+1/3)} \right).$$

Using interior a priori estimates, $\|u\|_{2m-1, B(S+2/3) \setminus B(S+1/3)}$ and $\|u\|_{l+2m, B(S+2/3) \setminus B(S+1/3)}$ can be estimated by $\|u\|_{0, B(S+1)} \setminus B(S)$, multiplied by a constant. Now, combining (6.10) and (6.11) we get the assertion.

From Lemma 6.2 and Lemma 6.3 we conclude

**Theorem 6.4.** For $f \in K(\Omega)$ and $(g_0, \ldots, g_{m-1}) \in H^{2m-j-1/2}(\Gamma)$, there exists a solution $u \in J(\Omega)$ of the problem

$$P(L)u = f \quad \text{in } \Omega$$

$$\gamma_j u = g_j, \quad j = 0, \ldots, m-1,$$
if and only if for any \( v \in \mathcal{N}^*(\Omega) \)

\[
(f|v)_{0,\Omega} - \sum_{j=0}^{m-1} \langle g_j | T_j v \rangle_{0,\Gamma} = 0.
\]

Here \( \{\gamma_0, \ldots, \gamma_{m-1}, T_0, \ldots, T_{m-1} \} \) is a Dirichlet system of order \( 2m \) on \( \Gamma \) such that Green's formula (2.8) holds with \( B_j = \gamma_j, C_j = \gamma_j \).

**Proof.** We first consider the case \( g_j = 0, j = 0, \ldots, m-1 \). If \( f \in K(\Omega) \) satisfies

\[
(f|v)_{0,\Omega} = 0 \quad \text{for all} \quad v \in \mathcal{N}^*(\Omega),
\]

we can choose a sequence \( f_n \in \mathcal{D}(\Omega) \) which tends to \( f \) in \( L^2(\Omega) \) and has the properties

\[
\text{supp} f_n \subset \Omega(S),
\]

\[
(f_n|v)_{0,\Omega} = 0 \quad \text{for all} \quad v \in \mathcal{N}^*(\Omega),
\]

where \( S \) is some sufficiently large radius.

By Lemma 6.2 there exists a solution \( u_n \in \mathcal{J}(\Omega) \) of \( P(L)u_n = f_n, \gamma Ju_n = 0 \) for any \( n \in \mathbb{N} \). Moreover, \( u_n \) can be chosen in such a way that

\[
(u_n|\psi h)_{0,\Omega} = 0 \quad \text{for all} \quad h \in \mathcal{N}(\Omega).
\]

Here \( \psi \in \mathcal{D}(\Omega) \) denotes a fixed function with the property

\[
\psi h \neq 0, \quad \text{if} \quad h \in \mathcal{N}(\Omega), \quad h \neq 0.
\]

Under the assumption

\[
\sup \|u_n\|_{0,\Omega(S+1)} < \infty,
\]

Lemma 6.3 and Rellich's compactness theorem guarantee the existence of a subsequence \( u'_n \), converging in \( L^2(\Omega(S+1)) \) and hence in \( H^m_{loc}(\bar{\Omega}) \) to an element \( u \in H^m_{loc}(\bar{\Omega}) \). Clearly, \( u \) satisfies (6.12) and (6.13) with \( g_j = 0 \), as well as

\[
(u|\psi h)_{0,\Omega} = 0 \quad \text{for all} \quad h \in \mathcal{N}(\Omega).
\]

Also, \( u \) is in \( \mathcal{J}(\Omega) \): With \( \chi \) and \( u_\ast \) as in the proof of Lemma 6.3, \( \hat{f} := P(L)u_\ast \) belongs to \( \mathcal{D}(\mathbb{R}^m) \) and by Lemma 6.2 (i) there exists a unique solution \( \hat{u} \in \mathcal{J}(\mathbb{R}^m) \) of

\[
P(L)\hat{u} = \hat{f}.
\]

Putting

\[
v_n' := (1-\chi)u_n', \quad \hat{f}_n' = P(L)v_n'
\]

and continuing these functions by zero, we see from interior regularity results, that

\[
\lim_{n \to \infty} \|(1+|x|^p)(\hat{f}_n' - \hat{f})\|_{1, \mathbb{R}^m} = 0.
\]

Hence, by (6.5), \( v_n \) tends to \( \hat{u} \) in \( H^m_{loc}(\bar{\Omega}) \). But then \( u_\ast = \hat{u} \in \mathcal{J}(\mathbb{R}^m) \); thus \( u \in \mathcal{J}(\Omega) \).

It remains to lead the assumption

\[
\lim_{n \to \infty} \|v_n\|_{0,\Omega(S+1)} = \infty
\]
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to a contradiction. For this we consider the normalized sequence

\[ w_n = \|u_n\|_{0, \Omega(S+1)^{-1}}u_n. \]

As above we can conclude that a subsequence \( w_n \), converges in \( H_{\text{loc}}^{2m}(\Omega) \) to a solution \( w \in J(\Omega) \) of \( P(L)w = 0, \gamma_j \nu \neq 0 \), which satisfies (6.16). By the choice of \( \psi \) this implies \( w = 0 \), which contradicts the normalization of \( w_n \).

Let us now consider problem (6.12; 6.13) with nonzero \( g_j \). It is possible to construct a function \( w \in H_{\text{loc}}^{2m}(\Omega) \) satisfying

\[
\begin{align*}
\gamma_j w &= g_j, \quad j = 0, \ldots, m-1, \\
\text{supp } w \cap \text{supp } \psi &= \emptyset.
\end{align*}
\]

Green's identity gives for \( v \in \mathcal{N}^*(\Omega) \)

\[
(P(L)w|v)_{0, \Omega} = \sum_{j=0}^{m-1} (g_j|T_j v)_{0, r}. 
\]

Hence, if (6.14) is valid, we have

\[
(f - P(L)w|v)_{0, \Omega} = 0 \quad \text{for all } v \in \mathcal{N}^*(\Omega).
\]

By the first part of the proof there is a solution \( \tilde{u} \in J(\Omega) \) of \( P(L)\tilde{u} = f - P(L)w \), \( \gamma_j \tilde{u} = 0 \). Moreover, the function \( \tilde{u} \) satisfies (6.16). Then the function

\[ u := \tilde{u} + w \]

solves (6.12; 6.13) and, in addition, by (6.17), satisfies (6.16).

Since condition (6.14) is also necessary for the solvability, Theorem 6.4 is proved.

From the proof of Theorem 6.4 one easily deduces a pseudoinverse for problem (6.12; 6.13)

\[
\hat{S}^{-1}:K(\Omega) \times \prod_{j=0}^{m-1} H^{2m-j-1/2}(\Gamma) \to J(\Omega)
\]

which is continuous as a mapping from \( H_{\text{loc}}^0(\Omega) \times \prod_{j=0}^{m-1} H^{2m-j-1/2}(\Gamma) \) into \( H_{\text{loc}}^{2m}(\Omega) \). For this we choose a nonnegative testfunction \( \phi \in \mathcal{D}(\Omega) \) such that the mapping \( \mathcal{N}^*(\Omega) \to K(\Omega), \quad v \to \phi v \) is injective. Denoting by \( v_1, \ldots, v_d \) a basis of \( \mathcal{N}^*(\Omega) \) for which

\[
(\phi v_i|v_j)_{0, \Omega} = \delta_{ij},
\]

the mapping

\[
Q: K(\Omega) \times \prod_{j=0}^{m-1} H^{2m-j-1/2}(\Gamma) \to K(\Omega) \times \prod_{j=1}^{m-1} H^{2m-j-1/2}(\Gamma),
\]

\[
Q(f; g) = (f - \sum_{i=1}^d ((f|v_i)_{0, \Omega} - \sum_{j=0}^{m-1} (g_j|T_j v_i)_{0, r}) \phi v_i; g)
\]

is a continuous projection of \( K(\Omega) \times \prod_{j=0}^{m-1} H^{2m-j-1/2}(\Gamma) \) onto the range of the mapping \( \mathcal{P}: J(\Omega) \to K(\Omega) \times \prod_{j=0}^{m-1} H^{2m-j-1/2}(\Gamma) \), where

\[
(6.18) \quad \mathcal{P}u = (P(L)u; \gamma_0 u|_r, \ldots, \gamma_{m-1} u|_r).
\]
A pseudoinverse of $\mathcal{P}$ is given by assigning to any $(f; g_0, ..., g_{m-1})$ the unique solution $u \in J(\Omega)$ of
\[
P(L)u = f, \quad \gamma_j u = g_j, \quad j = 0, ..., m-1,
\]
with the property (6.16). Here $(f; g_0, ..., g_{m-1}) = Q(f, g_0, ..., g_{m-1})$.

We have to show the continuity of $\tilde{\mathcal{P}}^{-1}$. Since $Q$ is continuous, $\tilde{\mathcal{P}}^{-1}$ is continuous if
(6.19) \[\|u\|_{2m, \Omega(R)} \equiv c(\|P(L)u\|_{0, \Omega(S)} + \sum_{j=0}^{m-1} \|\gamma_j u\|_{2m-j-1/2, R})\]
holds for any $u \in J(\Omega)$ with the properties (6.16—6.18). Estimate (6.19) has to be shown for any $R, S$, and the constant $c = c(R, S)$ may not depend on $u$. If (6.15) were wrong, there would exist numbers $R, S > 0$ and a sequence $u_k \in J(\Omega)$ such that
(6.20) \[\lim_{k \to \infty} (\|P(L)u_k\|_{0, \Omega(S)} + \sum_{j=0}^{m-1} \|\gamma_j u_k\|_{2m-j-1/2, R}) = 0\]
and that (6.15) are valid. Without loss of generality, we may suppose that $R \equiv S + 1$. Then by Lemma 6.3 and Rellich's compactness theorem there exists a subsequence $u_{k'}$, converging to some $u$ in $H_{\text{loc}}^{2m}(\Omega)$. As in the proof of Theorem 6.4, we can conclude, that $u$ belongs to $\mathcal{N}'(\Omega)$ and hence vanishes by (6.16). This contradicts (6.20).

We have shown that for any exterior domain $\Omega$ with smooth boundary the Dirichlet operator, as defined by (6.18), is a weakly indexed operator with index 0 and admits a pseudoinverse $\tilde{\mathcal{P}}^{-1}$ which is continuous as a mapping from $K(\Omega) \times \prod_{j=0}^{m-1} H^{2m-j-1/2}(\Gamma)$ into $H_{\text{loc}}^{2m}(\overline{\Omega})$ and for which $Q = \mathcal{P} \tilde{\mathcal{P}}^{-1}$ is a continuous projection of $K(\Omega)$ onto the range of $\mathcal{P}$. Since the adjoint Dirichlet problem is a problem of the same kind, this is true for $\mathcal{P}^*$ too. Therefore all assumptions (A1)—(A6) are valid in the case under discussion and one can conclude that Theorem 3.6 is applicable for exterior boundary value problems with respect to the operator $A = P(L)$.

Remark. To solve problem (2.15), one could proceed as in the proof of Theorem 6.4, using estimate (6.5) with $\gamma_j$ replaced by $B_j$. However, this would yield neither the index of the problem nor the finiteness of the codimension of the range.
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