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1. Introduction

Suppose that \( \Gamma \) is a closed Jordan curve in the \( \omega \)-plane, with interior \( \Omega \) and exterior \( \Omega^* \). Let \( f \) and \( f^* \) respectively be conformal mappings of \( D = \{ |\zeta| < 1 \} \) and \( D^* = \{ |\zeta| > 1 \} \) onto \( \Omega \) and \( \Omega^* \). Both \( f \) and \( f^* \) may be extended to homeomorphisms between the closures of their domains and images, and we denote these extensions by \( f \) and \( f^* \) also. It is a much studied phenomenon that various geometric properties of \( \Gamma \) correspond to properties of the mapping functions or their inverses. In particular, there are many results in which properties of \( \Gamma \) imply properties of the mapping functions. There are fewer where one assumes properties of the functions to infer properties of \( \Gamma \), and there are still fewer equivalences between behavior of \( \Gamma \) and boundary behavior of \( f \) or \( f^* \). In some cases, a condition on \( f \) alone (for example) is equivalent to a condition on \( \Gamma \). For instance, absolute continuity of \( f(e^{i\theta}) \) is equivalent to the rectifiability of \( \Gamma \) (and \( f^*(e^{i\theta}) \) is then absolutely continuous as well). Sometimes a “two sided condition”, one involving both \( f \) and \( f^* \), is needed. An example of this is Ahlfors’ characterization of quasiconformal curves in terms of \( f^* \circ f \) [1, Chapter 4].

In this paper we are interested in consequences of Lipschitz continuity on \( \partial D \) of the mapping functions. We first recall a few definitions.

For \( \omega_1 \) and \( \omega_2 \) on \( \Gamma \), let \( \Gamma(\omega_1, \omega_2) \) be the arc of smaller diameter between \( \omega_1 \) and \( \omega_2 \). Then \( \Gamma \) is a \( c \)-quasiconformal curve (or a quasiconformal curve) if there exist positive \( c \) and \( \delta \) such that for \( |\omega_1 - \omega_2| \leq \delta \) and \( \omega_0 \in \Gamma(\omega_1, \omega_2) \),

\[
|\omega_1 - \omega_0| + |\omega_0 - \omega_2| \leq c |\omega_1 - \omega_2|.
\]

The curve \( \Gamma \) is an asymptotically conformal curve if

\[
\lim_{|\omega_1 - \omega_2| \to 0} \sup_{\omega_0 \in \Gamma(\omega_1, \omega_2)} \frac{|\omega_1 - \omega_0| + |\omega_0 - \omega_2|}{|\omega_1 - \omega_2|} = 1.
\]

Suppose now that \( \Gamma \) is rectifiable. For \( \omega_1, \omega_2 \in \Gamma \), let \( \Delta s \) be the length of the shorter arc between \( \omega_1 \) and \( \omega_2 \). Then \( \Gamma \) is a bounded arclength-chordlength

curve, or a quasismooth curve, if there exists $c>0$ such that

\[(1.3) \quad \frac{\Delta s}{|\omega_1 - \omega_2|} \leq c \]

for all $\omega_1, \omega_2 \in \Gamma$. $\Gamma$ is asymptotically smooth if

\[(1.4) \quad \lim_{|\omega_1 - \omega_2| \to 0} \frac{\Delta s}{|\omega_1 - \omega_2|} = 1. \]

The properties (1.2) and (1.4) have been studied by Pommerenke, who showed them to be equivalent to certain properties of $f$ ([10], see also [2], [8]). In [7], Hölder continuity of $f$ and $f^*$ (as well as $f^{-1}$ and $f^{*-1}$) was inferred from (1.1) with Hölder exponents depending on $c$ (see [9] also). The question then arose as to whether Hölder continuity of all of the mapping functions implied (1.1). This was settled by Becker and Pommerenke [3] who constructed a curve $\Gamma$ for which all four functions are Hölder continuous but which is not a quasiconformal curve.

In this paper we consider the hypothesis that $f$ and $f^*$ are Lipschitz continuous and ask what can be said about $\Gamma$.

We begin by remarking that this implies Lipschitz continuity of $f^{-1}$ and $f^{*-1}$ on $\Gamma$ [6]. From the Lipschitz continuity of $f$ and $f^{-1}$ it is easy to see that (1.3) holds; $\Gamma$ is quasismooth. Our main result is Theorem 3. If $\Gamma$ is a quasiconformal curve and $f$ and $f^*$ are locally Lipschitz at $\zeta_0 \in \partial D$ with $f(\zeta_0) = f^*(\zeta_0) = \omega_0$, then a local version of (1.2) holds. This "local asymptotic conformality" has been studied by Rodin and Warschawski [12] and has several consequences, both for the mapping functions and for $\Gamma$. For example, the "Visser—Ostrowski limit" for $f$ exists and equals 1 at $\zeta_0$ (Corollary 1). As another example, near $\omega_0$, $\Gamma$ may be sandwiched between two asymptotically smooth arcs containing $\omega_0$ (Corollary 2).

If $f$ and $f^*$ are uniformly Lipschitz continuous on $\partial D$ then $\Gamma$ is locally asymptotically conformal at every point of $\Gamma$, so that one might expect (1.2) to hold, since the hypothesis is a uniform one. However, in Section 3 we construct a curve $\Gamma$ for which $f$ and $f^*$ are Lipschitz but for which (1.2) fails. In fact, for any $\alpha > 1$, $\Gamma$ may be constructed so that the limit in (1.2) is at least $\alpha$. In other words, the $c$ in (1.1) cannot be taken to be smaller than $\alpha$, no matter how small $\delta$ is.

In both sections we work with mappings between strip domains which correspond to $f$ and $f^*$, and the principal tools are the Ahlfors inequalities. In Section 2 we show that the Lipschitz continuity of $f$ and $f^*$ at $\zeta_0$ implies that the strips corresponding to $\Omega$ and $\Omega^*$ have width nearly $\pi$ in a certain sense (Theorem 1). Then we show that the strips both have the "Ahlfors distortion property" which means that the real parts of the strip mappings are given asymptotically by the "Ahlfors integral" (Theorem 2). The geometric consequences of this property [11], together with our Theorem 1 then yield our main result.
None of the three results follows from the hypothesis that \( f, f^{-1} \) and \( f^*{-1} \) are all Lipschitz continuous, as is seen from Theorem 2 in [6].

I would like to thank Burt Rodin, Uri Srebro and Steve Warschawski for several enlightening discussions.

2. Consequences of Lipschitz continuity

In all that follows we assume that \( f \) and \( f^* \) are conformal mappings of \( D=\{ |z|<1 \} \) and \( D^* = \{ |z|>1 \} \) onto \( \Omega=\text{Int} \Gamma \) and \( \Omega^* = \text{Ext} \Gamma \) respectively. \( \Gamma \) is a closed Jordan curve and the functions \( f \) and \( f^* \) are extended continuously to the boundaries of their domains. Without loss of generality in what follows, we assume that for a certain \( \zeta_0 \in \partial D \), \( f(\zeta_0) = \omega_0 = f^*(\zeta_0) \), \( f(i\zeta_0) = \omega_0 = f^*(i\zeta_0) \) and \( f(-\zeta_0) = \omega_0 = f^*(-\zeta_0) \). We then transform \( \Omega \) and \( \Omega^* \) into strip domains via

\[
 w(\omega) = \log \left( \frac{\omega_0 - \omega}{\omega_0 - \omega} \right)
\]

where the branch of the logarithm in both \( \Omega \) and \( \Omega^* \) is chosen so that for \( \omega_0 = w(\omega_0) \), we have \( \text{Im} w_0 \in (-\pi, \pi) \).

The domain \( \Omega \) corresponds to a strip \( \Sigma_1 \) which is bounded by two Jordan arcs \( C_1 \) and \( C_2 \), each with \(-\infty\) and \( +\infty \) as endpoints. Let \( C_1 \) be the arc containing \( \omega_0^* \). Then \( \Omega^* \) corresponds to a strip \( \Sigma_2 \) bounded by \( C_1 \) and \( C_2' = \{ \omega + 2\pi i, \omega \in C_2 \} \). Letting \( \omega = \log \left( (\zeta_0 + \zeta)/(\zeta_0 - \zeta) \right) \) for suitable branches of the logarithm, \( D \) corresponds to \( S_1 = \{ z = x + iy; |y|<\pi/2 \} \) and \( D^* \) corresponds to \( S_2 = \{ z = x + iy; \pi/2 < y < 3\pi/2 \} \). The mappings \( f \) and \( f^* \) correspond to mappings \( w_1(z) \) and \( w_2(z) \) between \( S_1 \) and \( S_1^* \), and \( S_2 \) and \( S_2^* \) respectively. We denote their inverses by \( z_1(w) \) and \( z_2(w) \). The mappings extend continuously to the closures of their domains and we use the same names for the extensions. Note that \( w_1(-\infty) = w_2(-\infty) = -\infty \), \( w_1(\infty) = w_2(\infty) = +\infty \), and \( w_1(\pi i/2) = w_2(\pi i/2) = w_0^* \).

Next, we let \( A_u \) be the vertical line \( \{ w; \text{Re} w = u \} \). For each \( i=1, 2 \), \( \Sigma_i - A_u \) contains a component \( \Sigma'_i \) in \( \{ \text{Re} w < u \} \) which has \(-\infty\) as a boundary point. Let \( \sigma_i(u) \) be the maximal subinterval of \( A_u \cap \Sigma_i \) which is a common boundary arc in \( \Sigma_i \) of \( \Sigma'_i \) and the component of \( \Sigma_i - \Sigma'_i \) with \(+\infty\) as a boundary point. We let \( \theta_i(u) \) be the length of \( \sigma_i(u) \) and we note that \( \theta_1(u) + \theta_2(u) \equiv 2\pi \).

We recall the Ahlfors distortion theorem [5]: fix \( i \) and define

\[
 x_i(u) = \min_{w \in \sigma_i(u)} x_i(w) \quad \text{and} \quad \bar{x}_i(u) = \max_{w \in \sigma_i(u)} x_i(w),
\]

where \( x_i(w) = \text{Re} z_i(w) \). For \( u' < u \), if

\[
 \int_{u'}^u \frac{dt}{\theta_i(t)} > \frac{1}{2}
\]
then
\begin{equation}
(2.1) \quad x_1(u) - \bar{x}_1(u') \geq \pi \int_u^{u'} \frac{dt}{\theta_i(t)} - 2\pi.
\end{equation}

The following lemma characterizes the Lipschitz continuity of \( f, f^{-1}, f^* \) and \( f^{*-1} \) in terms of the strip mappings (see [6]). We state the result for \( f \); a similar statement holds for \( f^* \). In all that follows \( M, M_1, M_2, ..., K, K_1, K_2, ... \) denote constants. The same symbols may be used for different constants in the statements of different results.

**Lemma 1.** Suppose that \( |f(\zeta) - f(\zeta_0)| \leq K_1 |\zeta - \zeta_0| \) for \( \zeta_0 \in \partial D \) and all \( \zeta \in \overline{D} \). Then there exist \( M_1 \) and \( M_2 \) such that for \( w = u + iv \in \Sigma_1 \) with \( u > 0 \), we have
\begin{equation}
(2.2) \quad x_1(w) - u \equiv M_1 \quad \text{and}
\end{equation}
\begin{equation}
(2.3) \quad \int_0^u \frac{\pi - \theta_1(t)}{\theta_1(t)} \, dt \equiv M_2.
\end{equation}

If \( |f^{-1}(\omega) - f^{-1}(\omega_0)| \leq K_2 |\omega - \omega_0| \) for \( \omega_0 \in \Gamma \) and all \( \omega \in \overline{\Omega} \) then there exists \( M_3 \) for which
\begin{equation}
(2.4) \quad M_3 \equiv x_1(w) - u.
\end{equation}

The lemma is stated locally, but if \( f \) and \( f^{-1} \) are uniformly Lipschitz continuous in \( \overline{D} \) and \( \overline{\Omega} \) respectively, then \( M_1, M_2 \) and \( M_3 \) are independent of \( \zeta_0 \).

We need a sharpening of the inequality between the harmonic and arithmetic means.

**Lemma 2.** Suppose that \( \theta_1, \theta_2, ..., \theta_n \) are positive real numbers for which \( \sum_{i=1}^n \theta_i \equiv 2\pi \), and that \( \theta = (1/n) \sum_{i=1}^n \theta_i \). Then
\begin{equation}
(2.5) \quad \sum_{i=1}^n \frac{1}{\theta_i} \equiv \frac{1}{\theta} \left( n + \frac{1}{\pi^2} \left( \sum_{i=1}^n \left( \theta_i - \frac{2\pi}{n} \right)^2 \right) - \frac{n}{\pi^2} \left( \theta - \frac{2\pi}{n} \right)^2 \right).
\end{equation}

**Proof.** We recall a well known identity of Lagrange. For \( a_1, ..., a_n \) and \( b_1, ..., b_n \) real,
\[
\left( \sum_{i=1}^n a_i b_i \right)^2 = \left( \sum_{i=1}^n a_i^2 \right) \left( \sum_{i=1}^n b_i^2 \right) - \frac{1}{2} \sum_{j,k=1}^n (a_j b_k - a_k b_j)^2.
\]

Letting \( a_i = \sqrt{\theta_i} \) and \( b_i = 1/\sqrt{\theta_i} \), and noting that \( \theta_j \theta_k \equiv \pi^2 \), we have
\[
\sum_{i=1}^n \frac{1}{\theta_i} = \frac{1}{\sum_{i=1}^n \theta_i} \left( n + \frac{1}{2} \sum_{j,k=1}^n \frac{(\theta_j - \theta_k)^2}{\theta_j \theta_k} \right)
= \frac{1}{\theta} \left( n + \frac{1}{2n} \sum_{j,k=1}^n \frac{(\theta_j - \theta_k)^2}{\pi^2} \right)
= \frac{1}{\theta} \left( n + \frac{1}{\pi^2} \sum_{i=1}^n \left( \theta_i - \frac{2\pi}{n} \right)^2 - \frac{1}{n\pi^2} \sum_{j,k=1}^n \left( \theta_j - \frac{2\pi}{n} \right) \left( \theta_k - \frac{2\pi}{n} \right) \right).
\]

The lemma follows by summing the last term.
Theorem 1. Let $\Gamma$ be a closed Jordan curve and let $f$ and $f^*$ be conformal mappings of $D$ and $D^*$ onto $\Omega=\text{Int} \, \Gamma$ and $\Omega^* = \text{Ext} \, \Gamma$ respectively. Suppose that $f$ and $f^*$ are Lipschitz continuous at $\zeta_0 \in \partial D$, with $f(\zeta_0) = f^*(\zeta_0) = \omega_0$. Then there exists $M$ such that for $\theta_1(u)$ and $\theta_2(u)$ as above,

$$
\sum_{i=1}^2 \int_0^\infty (\theta_i(u) - \pi)^2 \, du < M.
$$

Proof. By (2.3) applied to $f$ and $f^*$, there exists $M_1$ such that for $\bar{\theta}(t) = (\theta_1(t) + \theta_2(t))/2$ and for all $u>0$,

$$
M_1 \equiv \int_0^u \frac{\pi}{\theta_1(t)} + \frac{\pi}{\theta_2(t)} - \frac{2\bar{\theta}(t)}{\theta(t)} \, dt
$$

$$
\equiv \int_0^u \frac{2(\pi - \bar{\theta}(t))}{\bar{\theta}(t)} \, dt + \frac{1}{\pi} \int_0^u \frac{1}{\theta(t)} \left( \sum_{i=1}^2 (\theta_i(t) - \pi)^2 \right) \, dt - \frac{2}{\pi} \int_0^u \frac{(\bar{\theta}(t) - \pi)^2}{\theta(t)} \, dt,
$$

by Lemma 2. From the proof of Lemma 2 we see that the difference of the last two integrals is non-negative so that

$$
\int_0^\infty \frac{(\pi - \bar{\theta}(t))}{\bar{\theta}(t)} \, dt \equiv \frac{M_1}{2},
$$

from which it follows that

$$
\int_0^\infty \frac{(\pi - \bar{\theta}(t))^2}{\bar{\theta}(t)} \, dt \equiv \frac{M_1 \pi}{2}.
$$

Applying this to (2.7) we obtain (2.6), with $M = 2M_1 \pi^2$.

Theorem 2. Under the conditions of Theorem 1, each $\Sigma_i$ has the Ahlfors distortion property: For $w = u + iv$ and $w' = u' + iv' \in \Sigma_i$, 

$$
|x_1(w) - x_1(w') - \int_u^v \frac{\pi \, dt}{\theta_1(t)}| = o(1)
$$

where $o(1) \to 0$ as $u \to u' \to \infty$, uniformly in $v$ and $v'$.

Proof. We work with $\Sigma_1$, the proof for $\Sigma_2$ being identical. It suffices to show that for some $M$, 

$$
x_1(w) - \int_0^u \frac{\pi}{\theta_1(t)} \, dt \equiv M,
$$

since by a result of Eke [4, Theorem 2], this implies that for some $\beta$,

$$
x_1(w) - \int_0^u \frac{\pi}{\theta_1(t)} \, dt \to \beta \quad \text{as} \quad u \to \infty,
$$

from which (2.8) follows.
Now, by (2.2) applied to \( x_1 \) and \( x_2 \), and by the distortion theorem, we have

\[
x_1(w) - u \leq u - x_2(w) + M_3 \leq \int_0^u \frac{\theta_2(t) - \pi}{\theta_2(t)} \, dt + M.
\]

From the inequality \( (\theta_2 - \pi)/\theta_2 \leq (\pi - \theta_1)/\theta_1 \), it follows that

\[
x_1(w) - u \leq \int_0^u \frac{\pi - \theta_1(t)}{\theta_1(t)} \, dt + M_4
\]

so that

\[
x_1(w) \leq \int_0^u \frac{\pi}{\theta_1(t)} \, dt + M_4,
\]

and Theorem 2 is proved.

The inequality (2.8) has many geometric consequences, which are studied extensively in [11]. The first result which we will use is the following. Fix \( i \) and let \( H_i = \{ w \in \Sigma_i : y_i(w) = t \} \). Here \( |t| < \pi/2 \) for \( \Sigma_1 \) and \( \pi/2 < t < 3\pi/2 \) for \( \Sigma_2 \). Then for \( u_0 \) sufficiently large the level line \( H_r \cap \{ w = u + iv : u > u_0 \} \) is the graph of a function \( v = \phi_r(u) \) for which \( \phi_r(u) \to 0 \) as \( u \to \infty \), [11, Theorem 7]. We will use this result and Theorem 1 to show that \( \Gamma \) is locally asymptotically conformal at \( \xi_0 \), assuming that \( \Gamma \) is a quasiconformal curve. To this end we need to know that the functions \( w_i(z) \) are uniformly continuous for large \( x \). This will follow from the next two lemmas.

**Lemma 3.** Suppose that \( \Gamma \) is a bounded quasiconformal curve. Let \( \Sigma \) be the image of \( \Omega = \text{Int} \, \Gamma \) under

\[
w = \log ((\omega - \omega_0)/\omega(z)),
\]

for \( \omega \) and \( \omega_0 \) on \( \Gamma \) as above and suppose that \( \Sigma \) is bounded by the curves \( C_1 \) and \( C_2 \), each with \( -\infty \) and \( +\infty \) as endpoints. Then there exist \( \delta_0 > 0 \) and \( K > 1 \) such that for \( w_1, w_2, w_3 \in C_1 \) (or all on \( C_2 \)) with \( w_2 \) between \( w_1 \) and \( w_3 \) and \(|w_1 - w_3| < \delta_0\), we have

\[
\frac{|w_1 - w_2|}{|w_1 - w_3|} < K.
\]

**Proof.** Let \( \xi = (\omega - \omega_0)/(\omega - \omega_0) \) and let \( C \) be the image of \( \Gamma \) under this mapping. Then \( C \) is also a quasiconformal curve so that there exists \( \kappa > 1 \) such that for \( \xi_1, \xi_2, \xi_3 \in C \) with \( \xi_2 \) on the finite arc \( \xi_1 \xi_3 \), we have ([1], Chapter 4),

(2.9) \(|\xi_1 - \xi_2|/|\xi_1 - \xi_3| < \kappa\).

Now let \( w_1, w_2, w_3 \) be on \( C_1 \) with \( w_j = \log (1/\xi_j) \). Then

\[
\frac{|w_1 - w_2|}{|w_1 - w_3|} = \frac{|\log (\xi_2/\xi_1)|}{|\log (\xi_3/\xi_1)|} \leq \frac{3|\xi_2/\xi_1 - 1|}{|\xi_3/\xi_1 - 1|} \leq \frac{3|\xi_2 - \xi_1|}{|\xi_3 - \xi_1|} < 3\kappa
\]
as long as

$$\left|\frac{\zeta_2}{\zeta_1} - 1\right| < \frac{1}{3} \quad \text{and} \quad \left|\frac{\zeta_3}{\zeta_1} - 1\right| < \frac{1}{3}. \quad (2.10)$$

To guarantee (2.10) we note that by (2.9) it suffices to have

$$\left|\frac{\zeta_3}{\zeta_1} - 1\right| < \frac{1}{3 \kappa}. \quad (2.11)$$

On account of the inequality

$$\left|\frac{\zeta_3}{\zeta_1} - 1\right| = |e^{w_1-w_3} - 1| \leq \frac{|w_1-w_3|}{1-|w_1-w_3|} \leq 2|w_1-w_3|$$

for $|w_1-w_3|<1/2$, it follows that (2.11) is true for

$$|w_1-w_3| \leq \frac{1}{6\kappa} = \delta_0.$$

**Lemma 4.** Let $\Gamma$ be a bounded quasiconformal curve and let $f$ map $D$ conformally onto $\Omega=\text{Int} \Gamma$. For $\zeta_0 \in \partial D$ and $\omega_0 = f(\zeta_0) \in \Gamma$, suppose that $f$ and $f^{-1}$ are Lipschitz continuous at $\zeta_0$ and $\omega_0$ respectively. Let $S$ and $\Sigma$ be the corresponding strip domains with $w(z)$ mapping $S$ onto $\Sigma$ as above. Then there exists a constant $M$ such that for any $\varepsilon>0$, there exists $\delta>0$ such that for $z_0 = x_0 + iy_0 \in \partial S$ with $x_0 \equiv \tilde{M}$ and $z'' \in \tilde{S}$ with $|z''-z_0| \equiv \delta$, we have $|w(z_0) - w(z'')| < \varepsilon$.

**Proof.** We begin by citing a slight modification of Lemma 1 in [13]: For $z_0 \in \partial S$ and $r, 0 < r < 1$, let $k_r$ be the semicircle $\{z-z_0| = r\} \cap S$. Then for every such $r < 1$ there exists a $g_1$ with $r \equiv g_1 \equiv r^{1/2}$ such that the image of $k_{g_1}$ is a crosscut of $\Sigma$ with length

$$l_{g_1} \equiv \left(\frac{2\pi A_{z_0,r}}{\log(1/r)}\right)^{1/2}$$

where $A_{z_0,r}$ is the area of $T_r = w(\{z-z_0| = r, z \in S\})$.

We must now show that $A_{z_0,r}$ is uniformly bounded for all sufficiently large $x_0$.

As in our Lemma 1, the local Lipschitz continuity of $f$ and $f^{-1}$ implies the existence of constants $M, M_1,$ and $M_3$ such that for $x>M-1$ and $z = x + iy \in \tilde{S}$, we have

$$M_3 \equiv x-u(z) \equiv M_1.$$ 

Thus for $x_0>M$ and $x_0 + r \equiv x \equiv x_0 - r$ we have

$$x_0 + r - M_3 \equiv u(z) \equiv x_0 - r - M_1$$

and $T_r$ is contained in a vertical strip of width $2r+(M_1-M_3)$. Since the length of $\Sigma \cap l$ does not exceed $2\pi$ for any vertical line $l$, it follows that for $x_0>M$,

$$A_{z_0,r} \equiv 2\pi(2r+M_1-M_3)$$
so that

\[ l_{e_1} \equiv \left( \frac{4\pi^2 (2r + M_1 - M_2)}{\log (1/r)} \right)^{1/2}. \]

Now, let \( T_{e_1} = w([z - z_0] \leq \delta_1, z \in S) \) so that \( T \subset T_{e_1} \). Let \( w_1 \) and \( w_3 \) be the endpoints of the image of \( k_{e_1} \) on \( C_1 \) (or \( C_2 \)) and let \( C' \) be the arc of \( C_1 \) (or \( C_2 \)) with \( w_1 \) and \( w_3 \) as endpoints. Then, for \( |z_0 - z''|=r \) we have

\[ |w(z_0) - w(z'')| \leq \text{diam } T' \leq \text{diam } T_{e_1} \leq \text{diam } C + l_{e_1}. \]

For \( \delta_0 \) and \( K \) as in Lemma 3, choose \( \delta > 0 \) so small that \( r < \delta \) implies that \( l_{e_1} \leq \max(\delta_0, \varepsilon/(2K+1)) \). Since \( |w_1 - w_3| \leq l_{e_1} \) we apply Lemma 3 to see that

\[ |w(z_0) - w(z'')| \leq 2Kl_{e_1} + l_{e_1} < \varepsilon, \]

which proves Lemma 4. We may now prove

**Theorem 3.** Assume the conditions of Theorem 1 and that \( \Gamma \) is a quasiconformal curve. Then \( \Gamma \) is asymptotically conformal at \( \omega_0 \): As \( \omega_1 \) and \( \omega_2 \) approach \( \omega_0 \) from opposite sides

\[ \lim_{\omega_1 \to \omega_0} \frac{|\omega_1 - \omega_0| + |\omega_0 - \omega_2|}{|\omega_1 - \omega_2|} = 1. \]

**Proof.** We may assume that \( \omega_0 = 0 \). We work with \( w_1(z): S_1 \to \Sigma_1 \), which we shall refer to as \( w(z) \), with inverse \( z(w) \). Then for \( w(\omega_j) = w_j = u_j + iv_j \in C_j \), \( j = 1, 2 \), we have

\[ \frac{|\omega_1| + |\omega_2|}{|\omega_1 - \omega_2|} = \frac{1}{2} \left( \frac{1 - e^{u_1 - u_2}}{1 - e^{u_1}} \right) = \frac{1 + e^{u_1 - u_2}}{1 + e^{u_1 - u_2 + (i v_1 - v_2 - \pi)}} + o(1) \]

where \( o(1) \to 0 \) as \( u_1, u_2 \to \infty \). We may assume that \( u_1 \equiv u_2 \) so that it suffices to show that

\[ \lim_{u_2 \to \infty} \frac{1 + e^{u_1 - u_2}}{1 + e^{u_1 - u_2 + (i v_1 - v_2 - \pi)}} = 1. \]

To this end, given \( \varepsilon > 0 \) we first choose \( a \equiv 0 \) such that \( u_1 - u_2 \equiv a \) implies that

\begin{equation}
1 + e^{u_1 - u_2} \leq 1 + \varepsilon,
\end{equation}

for any \( v_1, v_2 \).

Next, choose \( b \) such that \( 0 \equiv u_1 - u_2 \equiv a \) and \( |v_1 - v_2 - \pi| \equiv b \) yields (2.12). Finally we show that there exists a real \( c \) such that \( u_2 \equiv c \) and \( u_1 - u_2 \equiv a \) implies that \( |v_1 - v_2 - \pi| \equiv b \). By Lemma 4 there exist \( M \) and \( \delta > 0 \), such that for \( z = x + iy \in \partial S_1 \) with \( x \equiv M \), and for \( z'' \in \tilde{S}_1 \) with \( |z - z''| \equiv \delta \), we have

\[ |w(z) - w(z'')| \leq \frac{b}{14}. \]
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Next choose $u_0 > M$ so large that for $u \equiv u_0$, the level curves $H_{\pi/2 - \delta}$ and $H_{-\pi/2 + \delta}$ are given by the graphs of functions $\varphi_{\pi/2 - \delta}(u)$ and $\varphi_{-\pi/2 + \delta}(u)$, with $|\varphi_{\pi/2 - \delta}(u)|$ and $|\varphi_{-\pi/2 + \delta}(u)|$ both less than or equal to $K_1 = \max \left( b/7\alpha, 1 \right)$.

Suppose that $w = u + iv \in C_1$ and $w' = u + iv' \in H_{\pi/2 - \delta}$. Then

$$|v - v'| \equiv \frac{b}{7}.$$  

The inequality (2.13) also holds for $w = u + iv \in C_2$ and $w' = u + iv' \in H_{-\pi/2 + \delta}$.

To establish (2.13), suppose that $z(w) = x + i\pi/2 = z$, $z(w') = x' + i(\pi/2 - \delta) = z'$, $z'' = x + i(\pi/2 - \delta)$ and $w'' = w(z'')$. Then

$$|v - v'| \equiv |v - v''| + |v'' - v'| \equiv |w - w''| + K_1 |u'' - u| \equiv 2|w - w''| \equiv \frac{b}{7}.$$  

Now, by Theorem 1 we may choose $U_0$ such that $u \equiv U_0$ implies that

$$\int_\infty^{\infty} \left( \theta_1(t) - \pi \right)^2 dt \equiv \left( \frac{b}{7} \right)^2 a.$$  

We then let $c = \max(u_0, U_0)$ and suppose that $u_1 \equiv u_2 \equiv c$, $w_1 = u_1 + iv_1 \in C_1$, $w_2 = u_1 + iv_2 \in C_2$ and $u_1 - u_2 \equiv a$. We then choose $u_1 + iv_1 \in H_{\pi/2 - \delta}$ and $u_2 + iv_2 \in H_{-\pi/2 + \delta}$. By (2.14) there exists $u_3 \in (u_2, u_2 + a)$ such that $|\theta_1(u_3) - \pi| \equiv b/7$. Taking $u_0 + iv_0 \in C_1$ and $u_0 + iv_2 \in C_2$ to be endpoints of $\sigma(u_0)$, with $u_0 + iv_0 \in H_{\pi/2 - \delta}$ and $u_0 + iv_2 \in H_{-\pi/2 + \delta}$, we finally have

$$\frac{|v_1 - (v_2 + \pi)|}{|v_1 - v_1'| + |v_1' - v_2'| + |v_2' - v_3|} = \frac{|v_3 - (v_4 + \pi)| + |v_4 - v_4'| + |v_4' - v_2'| + |v_2' - v_2|}{|v_2' - v_2|} \equiv \frac{b}{7} + K_1 a + \frac{b}{7} + \frac{b}{7} + \frac{b}{7} \equiv b,$$

which proves Theorem 3.

The following are consequences of Theorem 3 which follow from results in [12]. The first is an immediate application of our result and Theorem 7 of [12].

Corollary 1. Assume the hypotheses of Theorem 3. Then

$$\frac{f'(\xi)(\xi - \xi_0)}{f(\xi) - f(\xi_0)} \rightarrow 1$$

for nontangential approach. The corresponding result holds for $f^*$.

Corollary 2. Assume the hypotheses of Theorem 3. Then $\Omega \cup \{\omega_0\}$ and $\Omega^* \cup \{\omega_0\}$ each contain an open asymptotically smooth arc containing $\omega_0$.

As we shall see, $\Gamma$ need not itself be asymptotically smooth. The foregoing means, however, that near $\omega_0$, $\Gamma$ is trapped between asymptotically smooth arcs.
Proof. Recall the definition of an L-strip. \( R \) is called an \( L\)-strip of inclination 0 if
\[
R = \{ w = u + iv: \quad a < u < \infty, \quad \varphi_-(u) < v < \varphi_+(u) \}
\]
where \( a \equiv -\infty \) and \( \varphi_+, \varphi_- \) are continuous functions such that for \( u' > u \),
\[
\lim_{u \to +\infty} \frac{\varphi_{\pm}(u') - \varphi_{\pm}(u)}{u' - u} = 0.
\]

By a construction of Rodin and Warschawski [12, p. 135], the conclusion of Theorem 3 implies that each of \( \Sigma_1 \) and \( \Sigma_2 \) contains an \( L\)-strip of inclination 0. In fact, if \( R_1 \) is the \( L\)-strip contained in \( \Sigma_1 \) with boundary curves given by the graphs of \( \varphi_{1+} \) and \( \varphi_{1-} \), each of \( \varphi_{1+} \) and \( \varphi_{1-} \) may be taken to be smooth, with
\[
\varphi_{1+}'(u) \to 0 \quad \text{and} \quad \varphi_{1-}'(u) \to 0
\]
and
\[
\varphi_{1+}(u) - \varphi_{1-}(u) \to \pi \quad \text{as} \quad u \to \infty.
\]

The image of the graphs of \( \varphi_{1+} \) and \( \varphi_{1-} \) in the \( \omega \) plane is an asymptotically smooth arc in \( \Omega \cup \{ \omega_0 \} \), containing \( \omega_0 \). Similarly, the boundary of the \( L\)-strip contained in \( \Sigma_2 \) corresponds to the asymptotically smooth arc in \( \Omega^* \cup \{ \omega_0 \} \) which contains \( \omega_0 \).

If the functions \( f \) and \( f^* \) are uniformly Lipschitz continuous on \( \Gamma \), then the curve \( \Gamma \) is locally asymptotically conformal at every point. One might then ask whether \( \Gamma \) is then asymptotically conformal, or in light of Corollary 2, even asymptotically smooth. In the next section we shall see that \( \Gamma \) may fail to be asymptotically conformal.

3. Construction of an example

We again use mappings between strip domains, and we shall use the same notations as in Section 2. We shall construct a strip domain \( \Sigma_1 \) in the \( w = u + iv \) plane, bounded by Jordan arcs \( C_1 \) and \( C_2 \), each with \( -\infty \) and \( +\infty \) as endpoints, i.e. \( C_j \) may be given parametrically by \( w = w_j(t) \), \( -\infty < t < +\infty \), with \( \text{Re} w_j(t) \to -\infty \) as \( t \to -\infty \) and \( \text{Re} w_j(t) \to +\infty \) as \( t \to +\infty \). As above \( \Sigma_2 \) will be the “complementary” domain bounded by \( C_1 \) and \( C'_2 = \{ w = 2\pi i: w \in C_2 \} \). We consider the conformal mappings \( w_1(z) \) and \( w_2(z) \) from \( S_1 \) and \( S_2 \) onto \( \Sigma_1 \) and \( \Sigma_2 \) respectively with \( w_j(-\infty) = -\infty, \quad w_j(+\infty) = +\infty, \) and \( w_j(\pi i/2) = \pi i/2 \in \partial \Sigma_j \), for \( j = 1, 2 \). The inverses of these functions will again be denoted by \( z_j(w) \). Similar notation will denote inverses of defined functions. We define
\[
\omega(w) = \frac{e^w - 1}{e^w + 1}, \quad \zeta(z) = \frac{e^z - 1}{e^z + 1}
\]
in the appropriate domains, so that \( \Sigma_1 \) and \( \Sigma_2 \) correspond to the interior \( \Omega \) and
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exterior $\Omega^*$ of a closed Jordan curve $\Gamma$, while $S_1$ and $S_2$ correspond to $D$ and $D^*$. Then $f(z) = \omega(w(z))$ is a conformal mapping of $D$ onto $\Omega$, and $f^*(z) = \omega(w(z))$ maps $D^*$ conformally onto $\Omega^*$.

We shall construct the curves $C_1$ and $C_2$ so that $\Gamma$ is not an asymptotically conformal curve, but so that $f$ and $f^*$ are Lipschitz continuous. We begin by constructing “building blocks”.

Choose and fix $\alpha \in (0, \pi/2)$. For each integer $k \geq 3$, consider the following circles in the $\omega=s+it$ plane:

$$T_1: (t-\pi)^2 + (s-k)^2 = \left(\frac{\pi}{2} + \alpha\right)^2,$$

$$T_2: t^2 + (s-u_2)^2 = \frac{\pi^2}{4}, \quad T_3: t^2 + (s-u_3)^2 = \frac{\pi^2}{4},$$

where $u_2 = k - (x^2 + 2\pi)^{1/2}$ and $u_3 = k + (x^2 + 2\pi)^{1/2}$, so that $T_1$ is tangent to $T_2$ and $T_3$. Let $L = \{s+i: s \geq 0, t = \pi/2\}$. We trace a curve $\Gamma_k$ as follows. Starting at $\pi i/2$, move to the right, first from $L$ to $T_2$, then on $T_2$ to $T_1$, then from $T_1$ to $T_2$, then back to $L$ and then on $L$ to $+\infty$. Let $\Gamma'_k$ be the reflection of $\Gamma_k$ across the $s$ axis and take $\Omega_k$ to be the domain bounded by $\Gamma_k \cup \Gamma'_k \cup \{t: |t| = 3/2\}$.

Now let $w(\omega) = -ie^{-\omega} + w_k$ for $w_k = 2k + \pi i/2$, and let $D_k$ be the image of $\Omega_k$ under this mapping. Let $\Sigma = \{w = u + iv: |v| < \pi/2\}$. Delete from $\Sigma$ the half disks $\{w: |w-w_k| < 1, v < \pi/2\}$ and replace them with the $D_k$. We christen the resulting domain $\Sigma_1$ and we let $\Sigma_2 = \{w = u + iv: -\pi/2 < v < 3\pi/2\} - \Sigma_1$. The upper boundary of $\Sigma_1$ is then a curve $C_1$, with a sequence of double bumps going out to $+\infty$, decreasing in size. Under the mapping $\omega = (e^w + 1)/(e^w - 1)$, $\Sigma_1$ is mapped onto a domain $\Omega$ which is nearly a unit disk, with a sequence of double bumps converging to $\omega = 1$.

In order to show that $\partial\Omega$ is not asymptotically conformal, it suffices to consider the image of $\partial \Sigma_1$ under $W(w) = e^{-w}$, since

$$\omega = \frac{1 + e^{-w}}{1 - e^{-w}} = \frac{1 + W}{1 - W} = h(W)$$

and $h(W)$ is conformal at $W=0$.

For each $k (\geq 3)$, let $w_k' = -ie^{-k-i(\pi/2-\alpha)} + w_k$ and $w_k'' = -ie^{-k+i(\pi/2-\alpha)} + w_k$. Consider the ratio

$$\frac{|W(w_k') - W(w_k)| + |W(w_k) - W(w_k')|}{|W(w_k') - W(w_k'')|}$$

(3.1)

$$= \frac{|e^{-w_k'} - e^{-w_k} + |e^{-w_k} - e^{-w_k''}| }{|e^{-w_k} - e^{-w_k'}|} = \frac{|e^{w_k-w_k'} - 1 + |e^{w_k-w_k''} - 1|}{|e^{w_k-w_k'} - e^{w_k-w_k''}|}.$$

Then $w_k - w_k' = e^{-k}(\sin (\pi/2 - \alpha) + i \cos (\pi/2 - \alpha)) = u + iv$ and $w_k - w_k'' = -u + iv$. 
Furthermore $v = cu$ for $c = 1/\tan(\pi/2 - x)$. Thus the quantity in (3.1) is
\[
\frac{|e^{-u+icu} - 1| + |e^{u+icu} - 1|}{(e^u - e^{-u})} = (1 + c^2)^{1/2} + o(1)
\]
as $k \to \infty$, so that $u \to 0$. Thus we see that
\[
\lim_{|\omega' - \omega| \to 0} \sup_{\omega' \in F(\omega', \omega)} \frac{|\omega' - \omega| + |\omega - \omega''|}{|\omega' - \omega''|} \equiv (1 + c^2)^{1/2} = \frac{1}{\sin (\pi/2 - x)},
\]
which may be made as large as desired by taking $x$ near $\pi/2$.

We must now show that $f$ and $f^*$ are uniformly Lipschitz continuous on $\partial D$. We shall consider only $f$, as the proof for $f^*$ is essentially the same. The Lipschitz continuity of $f$ follows from the following result.

**Lemma 5.** *With the notations above, suppose that there exist positive constants $M_1, K_1$ and $K_2$ such that for almost every $z \in \partial S_1$ with $\Re z = x > M_1$ we have*

(3.2) \[
\left| \frac{dw_1}{dz}(z) \right| < K_1
\]
*and for $u_1(z) = \Re w_1(z)$ we have*

(3.3) \[
x - u_1(z) < K_2.
\]
*Then there exist positive $K_3$ and $\delta$ such that for almost every $\zeta \in \partial D$ with $|\zeta - 1| < \delta$,*

\[
\left| \frac{df}{d\zeta}(\zeta) \right| < K_3.
\]

**Proof.** We have, for $\zeta \neq \pm 1, z = \zeta(\zeta)$ and $w = w_1(z)$,

\[
\left| \frac{df}{d\zeta} \right| = \left| \frac{d\omega}{dw} \right| \left| \frac{dw_1}{dz} \right| \left| \frac{dz}{d\zeta} \right| = \left| \frac{2e^w}{(e^w + 1)^2} \right| \left| \frac{dw_1}{dz} \right| \left| \frac{(e^2 + 1)^2}{2e^2} \right|
\]

\[
= \left| \frac{dw_1}{dz} \right| \left| e^{w - w} \right| \left| \frac{1 + e^{-z}}{1 + e^{-w}} \right| ^2 = \left| \frac{dw_1}{dz} \right| e^{w - w}(1 + o(1)) \text{ as } x \to \infty. \quad \text{QED.}
\]

We first show that (3.3) holds. Recall the Ahlfors upper inequality proved in [5, Theorem 3]: For $u > 0$ and $x_1(w) = \Re z_1(w),

(3.4) \[
\bar{x}_1(u) - x_1(0) \equiv \pi \int_0^u \frac{dt}{\theta_1(t)} + M_2
\]
*where the constant $M_2$ depends only on $x$ in our case. From this we see that*

(3.5) \[
x_1(w) - u \equiv \int_0^u \frac{\pi - \theta_1(t)}{\theta_1(t)} dt + M_3
\]
*for $M_3 = M_2 + x_1(0)$. Since $\theta(t) = \pi$ off of the intervals*

$[2k - e^{-k + (z^2 + 2\pi)^{1/2}}, 2k + e^{-k + (z^2 + 2\pi)^{1/2}}]$. 
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\[0 \leq \pi - \theta_1(t) \leq e^{-k+(a^2+2\pi n)t/2}\]
on the corresponding interval, the integral in (3.5) converges as \(u \to \infty\), and (3.3) follows.

We next note that the domain \(\Sigma_1\) is such that the mapping \(z_1(w)=x_1(w)+iy_1(w)\) from \(\Sigma_1\) onto \(S_1\) is "semiconformal" [14]:

For any \(r, 0<r<\pi/2\), there exists \(u_r\) such that

\[S_1 \supset S_r = \left\{ u+iv: u \geq u_r, \frac{\pi}{2} + r < v < \frac{\pi}{2} - r \right\}\]

and

\[(3.6) \quad \lim_{w \to -\infty, w \in S_r} y_1(w) - v = 0.\]

This will be used in showing that (3.2) holds for \(w_1\). The proof of (3.2) is somewhat delicate, and we must consider properties of the \(\Omega_k\).

For fixed \(k \geq 3\), let \(z_k = z(w_k)\) and define \(\zeta(z) = \text{Log} \left( \frac{1}{z-w_k} \right) - (\pi/2)i\) for \(z \in \Sigma_1\), so that \(|\text{Im} \, \zeta(z) - \pi/2|\). Let \(\omega(w) = \text{Log} \left( \frac{1}{w-w_k} \right) - (\pi/2)i\) for \(w \in D_k\). Then \(\zeta_\alpha(\omega) = \zeta(z((\omega(w))))\) maps \(\Omega_k\) conformally onto a strip domain \(S_k\) which is bounded by the lines

\[\left\{ \zeta = \zeta + i \frac{\pi}{2}: \zeta \geq \log \left| \frac{1}{z_1(w_k-1)-z_k} \right| \right\}\]

and

\[\left\{ \zeta = \zeta - i \frac{\pi}{2}: \zeta \geq \log \left| \frac{1}{z_1(w_k+1)-z_k} \right| \right\}\]

and by a curve \(\gamma_k\) connecting the left endpoints of the lines. Observe that for \(\zeta \in \gamma_k, |\text{Im} \, \zeta| \leq \pi/2\).

Lemma 6. Let \(\zeta_k(\omega) = \zeta_k(\omega) + i\eta_k(\omega)\) map \(\Omega_k\) onto \(S_k\) as above. Then there exists \(M_1\) such that for all \(k \geq 3\),

\[(3.7) \quad \zeta_k(0) = M_1.\]

Furthermore, there exists \(M_2\) depending only on \(a\) such that for \(\omega = s > M_2\)

\[(3.8) \quad |\eta_k(s)| < \frac{(\pi/2 + \alpha)/2 < \pi/2, \text{ for all } k.}\]

Proof. Consider \(\zeta_k' = \zeta(z_1(w_k-i))\in\gamma_k\). By (3.6), \(\text{Im} \, (z_1(w_k-i)) \to \pi/2 - 1\) as \(k \to \infty\), so that \(|z_1(w_k-i) - z_k| > 1/2\) for \(k\) sufficiently large. From this it follows that \(\zeta_k(0) \equiv \text{Re} \, \zeta_k' < \log 2\) for large \(k\) and (3.7) then follows.

Next, let \(h_k(\omega) = \eta_k(\omega) - t\). Then \(h_k\) is harmonic in \(\Omega_k\) and for \(\omega = it \in \partial \Omega_k\), \(|t| < \pi/2\), we have \(|h_k(\omega)| < \pi\). On the rest of \(\partial \Omega_k\), \(|h_k(\omega)| \equiv \alpha\). Thus, for any \(\alpha > 0\), the two constants theorem and a standard comparison argument show that there exists \(K > 0\) for which \(\text{Re} \, \omega > K\) implies that \(|h_k(\omega)| \equiv \alpha + \epsilon\). We let \(\omega = s\) and \(e = (\pi/2 - \alpha)/2\) to obtain (3.8).
Next we state a result which will be applied to the mapping \( w_1(z) \) and to the \( \omega_k(\zeta) \). We state it for \( w_1 \). The proof is essentially that of Lemma 3 in [6].

**Lemma 7.** Let \( w_1(z) \) map \( S_1 \) conformally onto \( \Sigma_1 \) as above. Let \( w=w_1(z) \in \partial \Sigma_1 \) and let \( r>0 \) and \( M>0 \) be such that:

(3.9) There exist circles \( T \) and \( T' \) with radius \( r \) and tangent to \( \partial \Sigma_1 \) at \( w \), with \( T \subset \Sigma_1 \) and \( T' \subset (-\Sigma_1) \).

(3.10) The center of \( T \) is \( w_0=w_1(z_0) \), and \( |\text{Im } z_0| \equiv M < \pi/2 \).

Then there exists \( K>0 \), depending only on \( r \) and \( M \), such that

\[
\left| \frac{dw_1(z)}{dz} \right| < K.
\]

Lemmas 6 and 7 will be used to prove

**Lemma 8.** There exist positive constants \( \delta \) and \( K' \), depending only on \( \alpha \), such that for \( w \in C_1 \) with \( 0<|w-w_k|<\delta \) for any \( k \geq 3 \), we have, for \( z=z_1(w) \)

(3.11) \[
\left| \frac{d\omega_k(\zeta)}{d\zeta} \right| < K_1, \quad \text{and for } s_k(\zeta) = \text{Re } \omega_k(\zeta)
\]

we have

(3.12) \[
\zeta - s_k(\zeta) < K_2.
\]

Proof. We shall establish that there exist constants \( M, K_1 \) and \( K_2 \) such that for \( \zeta \in \partial S_k \) with \( \zeta = \text{Re } \zeta > M \), we have

(3.11)

We begin by applying Ahlfors' upper inequality to the mapping \( \zeta_k(\omega) \) to see that there exists \( M_2 \), depending only on \( \alpha \) such that

\[
\zeta_k(s) - s_k(0) \equiv \int_0^s \frac{\pi}{\partial(\tau)} \, d\tau + M_2.
\]

By (3.7) and the construction of \( \Omega_k \),

\[
\zeta_k(\omega) - s \equiv M_1 + M_2 + \int_0^s \frac{\pi - \theta(\tau)}{\partial(\tau)} \, d\tau \equiv K_2
\]

so that (3.12) holds.

Next we may suppose that \( \omega = \omega_k(\zeta) \in \Gamma \) with \( \text{Re } \omega > \pi/2 \). Then there exist circles \( T \) and \( T' \) which are tangent to \( \Gamma_k \) at \( \omega \) and whose interiors are respectively interior and exterior to \( \Omega_k \). We take the center of \( T \) to be at \( s_0 \) on the \( s \) axis, and the radius of both circles to be \( r \equiv (\pi/2) - \alpha \). By Lemma 6 there exists \( M>0 \) such that for \( s_0 - M \), \( |\eta_k(s_0)| \equiv ((\pi/2) + \alpha)/2 < \pi/2 \). Then apply the version of Lemma 7 for the mappings \( \omega_k(\zeta) \) between half strips to establish (3.11), where \( K_1 \) depends only on \( r \) and \( M \), which in turn depend only on \( \alpha \). Lemma 8 is then proved by the argument in the proof of Lemma 5.
We may now show that (3.2) holds. Let $\delta < 1$ be as in Lemma 8 and let $N(\equiv 3)$ be such that for $k \geq N$, $\exp \left(-k+(\pi^2+2n\pi)^{1/2}\right) < \delta/2$. Let $A = \{w \in C_1: 0 < |w - w_k| < \delta, k \geq N\}$ and let $B = \{w \in \partial S_1: \text{Re } w \not\equiv 2N, w \in A \cup \{w_k\}\}$. Then any point of $B$ is on one of the lines $v = \pi/2$ or $v = -\pi/2$, and for any such point, the condition (3.9) holds with $r = \delta/2$. Because of (3.6), there exists $M_1 > 2N$ such that (3.10) holds for $w \in B$ with $\text{Re } w \not\equiv M_1$. Thus (3.2) holds for almost every $w \in \partial S_1$ for which $\text{Re } w \equiv M_1$ and with $K_1 = \max(K, K')$. Thus Lemma 5 may be applied to $w_1(z)$ and it finally follows that $f$ is Lipschitz continuous on $\partial D$.
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