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Abstract. For multidimensional Burgers equation the potential case is considered. This model for nonlinear diffusion is studied for shot-noise random fields as initial potentials. For the solution \( \vec{v} \) the limiting behavior of the field \( \vec{v}(at, a\sqrt{t}) \) is investigated as \( t \to \infty \) (\( a \in \mathbb{R}_+, \alpha \in \mathbb{R}^d \)).

The objective of this paper is to apply the Central Limit Theorem for random fields defined on a \( d \)-dimensional lattice \( \mathbb{Z}^d \) to investigate the asymptotical behavior of some integral functionals depending on random fields defined on \( \mathbb{R}^d \). A nontrivial example of such nonlinear vector valued functionals, arising in certain physical problems, is provided by the solution of the Cauchy problem for the multidimensional Burgers equation

\[
\frac{\partial \vec{v}}{\partial t} + (\vec{v}, \nabla)\vec{v} = \nu \Delta \vec{v}, \quad x \in \mathbb{R}^d, \quad t > 0, \\
\vec{v}(0, x) = \vec{v}_0(x),
\]

with random initial data. Here \((\cdot, \cdot)\) stands for a scalar product in \( \mathbb{R}^d \), and \( \nu \) is some positive constant (viscosity coefficient). We are interested in the behavior of the solution for large values of the time parameter \( t \). This equation has been widely used to model nonlinear diffusion, especially in the cases \( d = 1, 2, 3 \). In particular it has been applied in astro-physical scenarios of the early Universe, see [1], [8], [12]. The present paper continues and in some aspects extends the joint work with S.A. Molchanov [6], see also [3], [4].

One advantage of using Burgers equation is the existence of an analytic solution in a very important (from the cosmological point of view) case of motion of potential type, i.e., \( \vec{v}(t, x) = \nabla \Phi(t, x) \) and \( \Phi_0 \) being the potential of \( \vec{v}_0 \). The well-known Hopf–Cole substitution leads to an explicit formula

\[
\vec{v}(t, x) = \int_{\mathbb{R}^d} \frac{x - y}{t} \exp \left\{ -\frac{1}{2\nu} \left( \Phi_0(y) + \frac{|x - y|^2}{2t} \right) \right\} dy \cdot \left( \int_{\mathbb{R}^d} \exp \left\{ -\frac{1}{2\nu} \left( \Phi_0(y) + \frac{|x - y|^2}{2t} \right) \right\} dy \right)^{-1}.
\]

here $|\cdot|$ denotes the Euclidean norm, and the integral of the vector-valued function is taken in the usual sense.

In order to indicate the dependence of the solution on $\Phi_0$ and $\nu$ we write $\tilde{v}(t, x; \Phi_0, \nu)$. After a transformation of variables we examine the asymptotic behavior of the vector field

$$Z_t(\alpha, a; \Phi_0, \nu) = \tilde{v}(\alpha t, a\sqrt{t}; \Phi_0, \nu), \quad \alpha \in \mathbb{R}_+, a \in \mathbb{R}^d \text{ as } t \to \infty.$$

Since for any $\nu > 0$

$$Z_t(\alpha, a; \Phi_0, \nu) = \sqrt{2\nu}Z_t(\alpha, a/\sqrt{2\nu}; \Phi_0(\cdot\sqrt{2\nu})/2\nu, \frac{1}{2}),$$

we can consider, without loss of generality, just the case $\nu = \frac{1}{2}$.

Let $\varepsilon > 0$ be the scale parameter labelling the family of the shot-noise fields

$$(1) \quad \zeta^{(\varepsilon)}(x) = \sum_i \xi_i \varphi((x - x_i^{(\varepsilon)})/\theta_i), \quad x \in \mathbb{R}^d,$$

where $\varphi: \mathbb{R}^d \to \mathbb{R}$ is a nonrandom function, $\{x_i^{(\varepsilon)}\}$ is the Poisson point process on $\mathbb{R}^d$ with values in $\mathbb{R}^d$ and intensity function $\lambda_\varepsilon(x) = \lambda_0(\varepsilon x)$, $x \in \mathbb{R}^d$, and $(\xi_i, \theta_i), i \in \mathbb{N}$, is a sequence of i.i.d. random vectors with values in $\mathbb{R} \times \mathbb{R}_+$ having the same distribution as $(\xi, \theta)$ (here $\theta > 0$ a.s.) with d.f. $G(\cdot, \cdot)$; all the random objects are considered on some probability space $(\Omega, \mathcal{F}, P)$. Further assumptions on $(\xi, \theta)$, $\varphi(\cdot)$, $\lambda_0(\cdot)$ are given below. The shot-noise fields are discussed e.g. in [7], [9], [10].

Let us denote by $Z_t^{(\varepsilon)}(\alpha, a), \alpha \in \mathbb{R}_+, a \in \mathbb{R}^d$, the field $Z_t(\alpha, a; \Phi_0^{(\varepsilon)}, \frac{1}{2})$ corresponding to $\Phi_0^{(\varepsilon)}(x) = -\zeta^{(\varepsilon)}(x)$, where the minus sign is used only for the sake of convenience. The behavior of $Z_t^{(\varepsilon)}(\alpha, a)$ will be different for time parameters with different dependence on the scale $\varepsilon$.

We deal with scalings having the properties

$$(2) \quad \varepsilon \to 0, \quad t \to \infty, \quad \varepsilon \sqrt{t} \to c, \quad 0 \leq c \leq \infty.$$

From the physical point of view it is interesting to consider a periodical function $\lambda_0(\cdot)$. However, in the case $0 \leq c < \infty$ we can proceed without this assumption (see [4]).

Note that a different asymptotic problem for the Burgers equation was investigated by M.S. Rosenblatt [11]. For $d = 1$ and $t > 0$ fixed he studied the behavior of integrals with respect to $x$ for the solution of the Burgers equation. Special attention was paid in [11] to strongly mixing initial data $v_0(x)$ and to the Gaussian case. It is worth emphasizing that we consider non-gaussian shot-noise fields which in general do not possess such mixing properties even for $d = 1$. 
Thus, we study the vector-valued fields

\[ Z_t^{(e)}(\alpha, a) = \frac{V_t^{(e)}(\alpha, a)}{J_t^{(e)}(\alpha, a)}, \quad \alpha \in \mathbb{R}_+, a \in \mathbb{R}^d, \]

where

\begin{align*}
V_t^{(e)}(\alpha, a) &= \int_{\mathbb{R}^d} \frac{a\sqrt{t} - y}{\alpha t} \exp\left\{ \frac{\zeta^{(e)}(y) - |a\sqrt{t} - y|^2}{2\alpha t} \right\} dy, \\
J_t^{(e)}(\alpha, a) &= \int_{\mathbb{R}^d} \exp\left\{ \frac{\zeta^{(e)}(y) - |a\sqrt{t} - y|^2}{2\alpha t} \right\} dy.
\end{align*}

The analysis of the asymptotic behavior of the fields \( Z_t^{(e)} \) is based on the joint study of the fields \( V_t^{(e)} \) and \( J_t^{(e)} \), various approximation schemes and limit theorems for sums of dependent multi-indexed random variables.

The main result is that (under specified conditions)

\[ \tilde{Z}_t^{(e)}(\alpha, a) = \mathcal{S}_t^{(e)}(\alpha, a) t^{(d+2)/4} Z_t(\alpha, a) - t^{d/4} \mathcal{M}_t^{(e)}(\alpha, a) \overset{D}{\rightarrow} Z_c(\alpha, a), \]

i.e., all the finite dimensional distributions of the field \( \tilde{Z}_t^{(e)} \) converge weakly to the corresponding finite dimensional distributions of a vector-valued centered Gaussian field \( Z_c \) with the covariance structure given by the matrices \( T_c(\alpha, \beta; b), \alpha, \beta \in \mathbb{R}_+; a, b \in \mathbb{R}^d \). The value of the parameter \( c \) is defined by the limit condition (2). Moreover, explicit formulas are obtained for \( T_c(\alpha, \beta; b) \) and the non-random functions \( \mathcal{S}_t^{(e)}(\alpha, a), \mathcal{M}_t^{(e)}(\alpha, a) \) taking values in \( \mathbb{R} \) and \( \mathbb{R}^d \), respectively.

We start with the following simply verified

**Lemma 1.** Let \( h(x), M(x), x \in \mathbb{R}^d \), be real-valued functions such that \( M(\cdot) \in L^1(\mathbb{R}^d) \) (with respect to the Lebesgue measure) and \( h(\cdot) \) is continuous and periodical with a period \( (T_1, \ldots, T_d) \). Then

\[ \int_{\mathbb{R}^d} M(x) h(\tau x) dx \rightarrow \langle h \rangle \int_{\mathbb{R}^d} M(x) dx \quad \text{as } \tau \rightarrow \infty, \]

where

\[ \langle h \rangle = \left( \prod_{i=1}^d T_i \right)^{-1} \int_0^{T_1} \cdots \int_0^{T_d} h(x) dx. \]

The next two results give us the mean values of \( J_t^{(e)} \) and \( V_t^{(e)} \).
Lemma 2. Suppose \( \varphi(\cdot) \in L^1(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d) \), \( \mathbb{E}^\vartheta\exp \{ ||\varphi||_\infty |\xi| \} < \infty \) (cf. (1)), and suppose \( \lambda_0(\cdot) \) belongs to the class \( \text{PC}(\mathbb{R}^d) \) of periodical continuous functions. Then \( \mathbb{E} J_t^{(e)}(\alpha, a) = t^{d/2} \delta_t^{(e)}(\alpha, a) \) for all \( \alpha \in \mathbb{R}_+, a \in \mathbb{R}^d \), where

\[
\delta_t^{(e)}(\alpha, a) = \int_{\mathbb{R}^d} \exp \left\{ - \frac{|y-a|^2}{2\alpha} + \Lambda_t^{(e)}(y) \right\} dy,
\]

\[
\Lambda_t^{(e)}(y) = \int_{\mathbb{R}^d} \int_{\mathbb{R}_+} \int_{\mathbb{R}} \lambda_0(\varepsilon z) \left( \exp \left\{ v \varphi \left( \frac{y}{\theta_t} - z \right) \right\} - 1 \right) dG(u, v) dz.
\]

Under the scaling condition (2)

\[
\delta_t^{(e)}(\alpha, a) = \delta_c(\alpha, a) + g_t^{(e)}(\alpha, a), \quad \text{with } g_t^{(e)}(\alpha, a) \to 0.
\]

Here, denoting

\[
H = \int_{\mathbb{R}^d} \int_{\mathbb{R}_+} \int_{\mathbb{R}} (\exp \{ v \varphi(x) \} - 1) u^d dG(u, v) dx
\]

we have

\[
\delta_c(\alpha, a) = \begin{cases} 
\delta_0(\alpha) = (2\pi\alpha)^{d/2} \exp \{ \lambda_0(0)H \}, & c = 0, \\
\int_{\mathbb{R}^d} \exp \left\{ - \frac{|y-a|^2}{2\alpha} + \lambda_0(cy)H \right\} dy, & 0 < c < \infty, \\
\delta_\infty(\alpha) = (2\pi\alpha)^{d/2} \exp \{ \lambda_0(\cdot)H \}, & c = \infty.
\end{cases}
\]

Lemma 3. Let the conditions of Lemma 2 be satisfied. Then

\[
\mathbb{E} V_t^{(e)}(\alpha, a) = t^{(d-1)/2} \mathcal{M}_t^{(e)}(\alpha, a),
\]

where

\[
\mathcal{M}_t^{(e)}(\alpha, a) = -\frac{1}{\alpha} \int_{\mathbb{R}^d} (y-a) \exp \left\{ - \frac{|y-a|^2}{2\alpha} + \Lambda_t^{(e)}(y) \right\} dy,
\]

\[
\mathcal{M}_t^{(e)}(\alpha, a) = \mathcal{M}_c(\alpha, a) + h_t^{(e)}(\alpha, a),
\]

and \( h_t^{(e)}(\alpha, a) \to 0 \), provided (2) holds. Here

\[
\mathcal{M}_c(\alpha, a) = \begin{cases} 
-\frac{1}{\alpha} \int_{\mathbb{R}^d} (y-a) \exp \left\{ \frac{|y-a|^2}{2\alpha} + \lambda_0(cy)H \right\} dy, & 0 < c < \infty, \\
0, & c = 0, c = \infty.
\end{cases}
\]

Now we consider the cut-off fields

\[
\zeta_r^{(e)}(x) = \sum_i \xi_i \varphi_r((x-x_i^{(e)})/\theta_t), \quad x \in \mathbb{R}^d,
\]

where \( \varphi_r(x) = \varphi(x)1\{|x| \leq r\} \), \( x \in \mathbb{R}^d \), and \( r = r(t) \), \( t > 0 \). Here \( 1\{|\cdot| \} \) is the indicator function. Substituting \( \zeta_r^{(e)} \) instead of \( \zeta^{(e)} \) into the expressions (3) for \( J_t^{(e)} \) and \( V_t^{(e)} \) we obtain approximating fields \( J_{t,r}^{(e)} \) and \( V_{t,r}^{(e)} \) as the following lemma shows.

From now on the index \( i \) to the left of the vector symbol denotes the \( i \)th component.
Lemma 4. Let the assumptions of Lemma 2 be strengthened by the hypothesis $E \theta^d \exp \{2 \| \varphi \|_{\infty} | \xi | \} < \infty$. Then for all $\alpha$, $t$, $\varepsilon$, $r \in \mathbb{R}_+$; $a \in \mathbb{R}^d$, $i = 1, \ldots, d$,

$$E | J_t^{(e)}(\alpha, a) - J_t^{(e)}(\alpha, a) | \leq L(\alpha t)^{d/2} R(\varphi, r),$$

$$E | V_t^{(e)}(\alpha, a) - V_t^{(e)}(\alpha, a) | \leq L(\alpha t)^{(d-1)/2} R(\varphi, r),$$

where

$$R(\varphi, r) = \left( \int_{|x| > r} \varphi^2(x) \, dx + \left( \int_{|x| > r} \varphi(x) \, dx \right)^2 \right)^{1/2}$$

and $L > 0$ is independent of $\varepsilon$, $t$, $r$, $\alpha$, $a$.

Now we introduce the following auxiliary fields

$$\zeta_r^{(e)}(x) = \sum_{i: |x - x_i^{(e)}| \leq \gamma r} \xi_i \varphi_r \left( (x - x_i^{(e)})/\theta_1 \right), \quad x \in \mathbb{R}^d, \gamma > 0,$$

and let $J_{t, r, \gamma}^{(e)}(\alpha, a)$, $V_{t, r, \gamma}^{(e)}(\alpha, a)$ be defined according to (3) replacing $\zeta^{(e)}$ by $\zeta_r^{(e)}$.

Put for $q \in \mathbb{N}$, $\gamma \in \mathbb{R}_+$

$$M(q, \gamma) = \max_{i = 1, \ldots, q} E | \xi_i^{(e)} | \theta^d \{ \theta > \gamma \},$$

and for $s > 2$

$$q_0(s) = \inf \left\{ K : K \geq s(s - 2)^{-1}, K \in \mathbb{N} \right\}.$$

Lemma 5. Let the assumptions of Lemma 2 be strengthened by the hypothesis $E \theta^d \exp \{ s \| \varphi \|_{\infty} | \xi | \} < \infty$ for some $s \in (2, 3]$. Then for all $\alpha$, $t$, $\varepsilon$, $r$, $\gamma \in \mathbb{R}_+$; $a \in \mathbb{R}^d$; $i = 1, \ldots, d$, and $q_0 = q_0(s)$

$$E | J_{t, \gamma}^{(e)}(\alpha, a) - J_{t, \gamma}^{(e)}(\alpha, a) | \leq k(\alpha t)^{d/2} \max \{ M(q_0, \gamma), M^{1/q_0}(q_0, \gamma) \},$$

$$E | V_{t, \gamma}^{(e)}(\alpha, a) - V_{t, \gamma}^{(e)}(\alpha, a) | \leq k(\alpha t)^{(d-1)/2} \max \{ M(q_0, \gamma), M^{1/q_0}(q_0, \gamma) \},$$

where $k > 0$ is independent of $\varepsilon$, $t$, $r$, $\gamma$, $\alpha$ and $a$.

The essential part of the study of the limiting behavior of the functionals $J_{t, \gamma}^{(e)}$, $V_{t, \gamma}^{(e)}$ consists of an analysis of the covariance structure of these fields.
Denote for $\alpha, \beta \in \mathbb{R}_+$ and $a, b \in \mathbb{R}^d$

$$K_{\alpha, \beta}(x; a, b) = \exp \left\{ - \frac{|x - a|^2}{2\alpha} - \frac{|x - b|^2}{2\beta} \right\},$$

$$K_{\alpha, \beta}(a, b) = \left( \frac{2\pi \alpha \beta}{\alpha + \beta} \right)^{d/2} \exp \left\{ - \frac{|a - b|^2}{2(\alpha + \beta)} \right\}.$$

**Lemma 6.** Let the conditions of Lemma 2 be strengthened by the hypothesis $E\theta^{2d} \exp \left\{ 2 \|\varphi\|_\infty |\xi| \right\} < \infty$. Then for all $\alpha, \beta, t, \varepsilon, r, \gamma \in \mathbb{R}_+; a, b \in \mathbb{R}^d$

$$\text{Cov} \left( J_{t, r, \gamma}^{(\varepsilon)}(\alpha, a), J_{t, r, \gamma}^{(\varepsilon)}(\beta, b) \right) = t^{d/2} (\sigma_c(\alpha, a; \beta, b) + g_{t, r, \gamma}^{(\varepsilon)}(\alpha, a; \beta, b))$$

where

$$\sigma_c(\alpha, a; \beta, b) = \begin{cases} K_{\alpha, \beta}(a, b)I(0), & c = 0, \\ \int_{\mathbb{R}^d} K_{\alpha, \beta}(x; a, b)I(cx) \, dx, & 0 < c < \infty, \\ K_{\alpha, \beta}(a, b)I(\cdot)), & c = \infty, \end{cases}$$

$$I(z) = \exp \left\{ 2\lambda_0(z)H \right\} \int_{\mathbb{R}^d} f(z, w) \, dw,$$

$$f(z, w) = \exp \left\{ \lambda_0(z) \int_{\mathbb{R}^d} \int_{\mathbb{R}_+} \left( \exp \left( v\varphi \left( \frac{\tau}{u} \right) \right) - 1 \right) \cdot \left( \exp \left( v\varphi \left( \frac{\tau - w}{u} \right) \right) - 1 \right) \, dG(u, v) \, d\tau \right\} - 1,$$

and $g_{t, r, \gamma}^{(\varepsilon)}(\alpha, a; \beta, b) \to 0$ for each $\alpha, \beta \in \mathbb{R}_+; a, b \in \mathbb{R}^d$ under the condition

$$\varepsilon \to 0, \quad t \to \infty, \quad \varepsilon \sqrt{t} \to c \left( 0 \leq c \leq \infty \right), \quad r(t) \to \infty, \quad \gamma(t) \geq \gamma_0;$$

here $\gamma_0$ is some positive constant.

The proof of this lemma is based on the following formulas:

$$\text{Cov} \left( J_{t, r, \gamma}^{(\varepsilon)}(\alpha, a), J_{t, r, \gamma}^{(\varepsilon)}(\beta, b) \right) = t^{d/2} \int_{\mathbb{R}^d} K_{\alpha, \beta}(x; a, b)H_{\varepsilon, r, \gamma}(x\sqrt{t})D_{\varepsilon, t, r, \gamma}(x\sqrt{t}; \beta, b) \, dx,$$

$$H_{\varepsilon, r, \gamma}(y) = \exp \left\{ \int_{\mathbb{R}^d} \int_{\mathbb{R}_+} \int_{\mathbb{R}} \lambda_0(\varepsilon z) \left( \exp \left( v\Psi_{r, \gamma}(y - z, u) \right) - 1 \right) \, dG(u, v) \, dz \right\},$$

$$D_{\varepsilon, t, r, \gamma}(y; \beta, b) = \sqrt{t} \int_{\mathbb{R}^d} H_{\varepsilon, r, \gamma}(y - w)F_{\varepsilon, r, \gamma}(y, y - w) \cdot \exp \left\{ - \frac{1}{\beta} \left( \frac{|w|^2}{2t} - \frac{(y, w)}{t} + \frac{(b, w)}{\sqrt{t}} \right) \right\} \, dw,$$
CLT for the solution of the multidimensional Burges equation

\[ F_{\varepsilon, r, \gamma}(x, z) = \exp \left\{ \int_{\mathbb{R}^d} \int_{\mathbb{R}^+} \int_{\mathbb{R}} \lambda_0(\varepsilon \tau) \left( \exp \left( v \Psi_{r, \gamma}(x - \tau, u) \right) - 1 \right) \cdot \left( \exp \left( v \Psi_{r, \gamma}(z - \tau, u) \right) - 1 \right) dG(u, v) d\tau \right\} - 1, \]

\[ \Psi_{r, \gamma}(x, u) = \varphi_{r}(\frac{x}{u})1\{|x| \leq r\gamma\}. \]

Making a number of estimates of the above integrals, using the fact that for all \( x, b \in \mathbb{R}^d; \beta, t \in \mathbb{R}_+ \)

\[ (11) \quad \sup_{w \in \mathbb{R}^d} \exp \left\{ - \frac{1}{\beta} \left( \frac{|w|^2}{2t} + \frac{(b, w)}{\sqrt{t}} - \frac{(x, w)}{\sqrt{t}} \right) - \ln \left( \frac{|w|}{\sqrt{t}} \right) \right\} = \exp \left\{ \frac{|x - b|^2}{2\beta} \right\}, \]

and Lemma 1 we can finish the proof of Lemma 6.

The next two lemmas can be established analogously by using, instead of (11), the fact that for all \( x, b \in \mathbb{R}^d; \beta, t \in \mathbb{R}_+; i = 1, \ldots, d, \)

\[ \sup_{w \in \mathbb{R}^d} \exp \left\{ - \frac{1}{\beta} \left( \frac{|w|^2}{2t} + \frac{(b, w)}{\sqrt{t}} - \frac{(x, w)}{\sqrt{t}} \right) \right\} \leq (|x - i b|^2 + 4\beta)^{1/2} \exp \left\{ \frac{|x - b|^2}{2\beta} \right\}. \]

**Lemma 7.** Suppose the conditions of Lemma 6 are satisfied. Then for all \( \alpha, \beta \in \mathbb{R}_+; a, b \in \mathbb{R}^d; i, k = 1, \ldots, d, \)

\[ \text{Cov} \left( i V_{t,r}^{(\varepsilon)}(\alpha, a), k V_{t,r}^{(\varepsilon)}(\beta, b) \right) = t^{(d-2)/2} \left( B_c^{(i,k)}(\alpha, a; \beta, b) + H_{\varepsilon,t,r,\gamma}^{(i,k)}(\alpha, a; \beta, b) \right), \]

where for \( 0 < c < \infty \); \( i, k = 1, \ldots, d, \)

\[ B_c^{(i,k)}(\alpha, a; \beta, b) = \frac{1}{\alpha \beta} \int_{\mathbb{R}^d} (i x - i a)(k x - k b) K_{\alpha, \beta}(x; a, b) I(cx) dx, \]

and for \( c = 0 \) and \( c = \infty \)

\[ (12) \quad B_c^{(i,k)}(\alpha, a; \beta, b) = \frac{\alpha \beta}{(\alpha + \beta)^2} (i a - i b)(k a - k b) \sigma_c(\alpha, a; \beta, b), \quad \text{if } i \neq k, \]

\[ (13) \quad B_c^{(i,i)}(\alpha, a; \beta, b) = \frac{1}{\alpha + \beta} \left( 1 - \frac{(i a - i b)^2}{\alpha + \beta} \right) \sigma_c(\alpha, a; \beta, b), \]

and \( H_{\varepsilon,t,r,\gamma}^{(i,k)}(\alpha, a; \beta, b) \to 0 \) under the condition (10).
Lemma 8. Suppose the conditions of Lemma 6 are fulfilled. Then for all \( \alpha, \beta \in \mathbb{R}^+; a, b \in \mathbb{R}^d; i = 1, \ldots, d, \)

\[
\text{Cov} (iV_{t,r,\gamma}^{(e)}(\alpha, a), J_{t,r,\gamma}^{(e)}(\beta, b)) = t^{(d-1)/2} (i\varrho_c(\alpha, a; \beta, b) + i\tilde{l}_{t,r,\gamma}^{(e)}(\alpha, a; \beta, b)),
\]

where

\[
\varrho_c(\alpha, a; \beta, b) = \begin{cases} \frac{-1}{\alpha} \int_{\mathbb{R}^d} (x - a)K_{\alpha, \beta}(x; a, b)I(cx) \, dx, & 0 < c < \infty, \\ \frac{1}{\alpha + \beta} (a - b)\sigma_c(\alpha, a; \beta, b), & c = 0, c = \infty, \end{cases}
\]

and \( l_{t,r,\gamma}^{(e)}(\alpha, a; \beta, b) \to 0 \) (in \( \mathbb{R}^d \)) under the condition (10).

The next step of approximation consists of transferring the integration over \( \mathbb{R}^d \), in expressions for \( J_{t,r,\gamma}^{(e)} \) and \( V_{t,r,\gamma}^{(e)} \), to the integration over the cubes \( Q(h) = ([-h, h])^d \) with \( h = h(t) \). Thereby we introduce the fields \( J_{t,r,\gamma,h}^{(e)} \) and \( V_{t,r,\gamma,h}^{(e)} \).

Lemma 9. Let the conditions of Lemma 6 be satisfied and let \( h(t)/\sqrt{t} \to \infty \) as \( t \to \infty \). Then, under the condition (10), for each \( \alpha \in \mathbb{R}^+; a \in \mathbb{R}^d; i = 1, \ldots, d, \)

\[
t^{-d/2} \text{Var} (J_{t,r,\gamma}^{(e)}(\alpha, a) - J_{t,r,\gamma,h}^{(e)}(\alpha, a)) \to 0,
\]

\[
t^{(-d+2)/2} \text{Var} (iV_{t,r,\gamma}^{(e)}(\alpha, a) - iV_{t,r,\gamma,h}^{(e)}(\alpha, a)) \to 0.
\]

To give an exact formulation of the limiting behavior of the normalized fields \( Z_i^{(e)} \) we have to introduce the following matrices

\[(14) \quad A_c(\alpha, a; \beta, b) = (A_{c}^{(i,k)}(\alpha, a; \beta, b))_{i,k=1}^d, \quad \alpha, \beta \in \mathbb{R}^+; a, b \in \mathbb{R}^d; c \in [0, \infty], \]

where

\[
A_c^{(i,k)}(\cdot) = B_c^{(i,k)}(\cdot) \quad \text{for } i, k = 1, \ldots, d;
\]

\[
A_c^{(i,d+1)}(\alpha, a; \beta, b) = A_c^{(d+1,i)}(\beta, b; \alpha, a) = i\varrho_c(\alpha, a; \beta, b),
\]

for \( i = 1, \ldots, d; \)

\[
A_c^{(d+1,d+1)}(\cdot) = \sigma_c(\cdot)
\]

are defined as in Lemmas 6–8.

Let \( T_c(\alpha, a; \beta, b) = (T_c^{(i,k)}(\alpha, a; \beta, b))_{i,k=1}^d \), where

\[
T_c^{(i,k)}(\alpha, a; \beta, b) = A_c^{(i,k)}(\alpha, a; \beta, b) - i\mathcal{L}_c(\alpha, a) A_c^{(d+1,k)}(\alpha, a; \beta, b)
\]

\[
- k\mathcal{L}_c(\beta, b) A_c^{(i,d+1)}(\alpha, a; \beta, b) + i\mathcal{L}_c(\alpha, a) k\mathcal{L}_c(\beta, b) A_c^{(d+1,d+1)}(\alpha, a; \beta, b),
\]

and

\[(16) \quad \mathcal{L}_c(\alpha, a) = \mathcal{E}_c^{-1}(\alpha, a) \mathcal{M}_c(\alpha, a).\]

The functions \( \mathcal{E}_c(\cdot) \) and \( \mathcal{M}_c(\cdot) \) have been introduced in Lemmas 2 and 3.
Remark 1. For \( c = 0 \) and \( c = \infty \) we have for all \( \alpha, \beta \in \mathbb{R}_+; a, b \in \mathbb{R}^d \)

\[
T_c(\alpha, a; \beta, b) = B_c(\alpha, a; \beta, b).
\]

If \( \lambda_0(x) \equiv \text{const.} \) then \( \varepsilon_t^{(e)}(\alpha, a) = \varepsilon_{0}(\alpha), \mathcal{M}_t^{(e)}(\alpha, a) = 0 \) for all \( \alpha \in \mathbb{R}, a \in \mathbb{R}^d \), and \( B_c^{(i,k)}(\cdot) \), \( i, k = 1, \ldots, d \), are given by (12) and (13).

Theorem 1. Let \( \lambda_0(\cdot) \in \text{PC}(\mathbb{R}^d) \), let \( \varphi(\cdot) \in L^1(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d) \) and \( \mathbb{E}g^{2d} \exp \{ s \| \varphi \|_\infty | \xi | \} < \infty \) for some \( s \in (2, 3] \). Assume there exist functions \( r(t), \gamma(t), t > 0, \) satisfying

\[
M(q_0, \gamma(t)) = o(t^{-dq_0/4}) \quad \text{for} \quad q_0 = q_0(s),
\]

(17)

\[
r(t) \rightarrow \infty, \quad r(t)\gamma(t) = o(t^\kappa), \quad \kappa = \frac{1}{4}(s - 2)(s - 1)^{-1},
\]

(18)

and

\[
R(\varphi, r(t)) = o(t^{-d/4}) \quad \text{as} \quad t \rightarrow \infty.
\]

(19)

Then under the limit condition (2) the relation (4) is valid with \( \varepsilon_t^{(e)} \) and \( \mathcal{M}_t^{(e)} \) defined by (5) and (6), and the covariance matrices \( T_c \) are given by (14) \((M(q_0, \gamma), q_0(s) \) and \( R(\varphi, r) \) were introduced by (8), (9), and (7), respectively).

We indicate the main steps of the proof. At first, it is not difficult to see that for all \( \alpha, \varepsilon, t \in \mathbb{R}_+; a \in \mathbb{R}^d \)

\[
\tilde{Z}_t^{(e)}(\alpha, a) = \xi_t^{(e)}(\alpha, a) - \mathcal{L}_c(\alpha, a)\eta_t^{(e)}(\alpha, a) + \Delta_t^{(e)}(\alpha, a),
\]

where

\[
\xi_t^{(e)}(\cdot) = t^{-(d+2)/4}(V_t^{(e)}(\cdot) - \mathbb{E}V_t^{(e)}(\cdot)),
\]

\[
\eta_t^{(e)}(\cdot) = t^{-d/4}(J_t^{(e)}(\cdot) - \mathbb{E}J_t^{(e)}(\cdot)),
\]

\[
\Delta_t^{(e)}(\cdot) = -t^{-d/4}\eta_t^{(e)}(\cdot)(\varepsilon_t^{(e)}(\cdot) + t^{-d/4}\eta_t^{(e)}(\cdot))^{-1}.
\]

\[
\cdot \left\{ \xi_t^{(e)}(\cdot) - (\varepsilon_t^{(e)}(\cdot))^{-1}\mathcal{M}_t^{(e)}(\cdot)\eta_t^{(e)}(\cdot) \right\}
\]

\[
+ \left\{ \mathcal{L}_c(\cdot) - (\varepsilon_t^{(e)}(\cdot))^{-1}\mathcal{M}_t^{(e)}(\cdot) \right\}\eta_t^{(e)}(\cdot),
\]

and the vector \( \mathcal{L}_c(\cdot) \) is defined by (16). Next, one verifies that

\[
(\xi_t^{(e)}(\cdot), \eta_t^{(e)}(\cdot)) \overset{D}{\sim} (\xi_c(\cdot), \eta_c(\cdot))
\]
where \((\xi_c(\alpha, a), \eta_c(\alpha, a))\) is a \((d+1)\)-dimensional centered Gaussian field on \(\mathbb{R}_+ \times \mathbb{R}^d\) with a covariance structure given by \(A_c(\alpha; \beta, b)\), see (14).

Using the previous lemmas and well-known properties of weak convergence and convergence in probability it suffices to show that (10) and \(h(t)/\sqrt{t} \to \infty\) imply

\[
\left(\xi_{t, r, \gamma, h}^{(e)}(\cdot), \eta_{t, r, \gamma, h}^{(e)}(\cdot)\right) \overset{D}{\sim} \left(\xi_c(\cdot), \eta_c(\cdot)\right).
\]

Here

\[
\xi_{t, r, \gamma, h}^{(e)}(\cdot) = t^{-(d+2)/4} \left(V_{t, r, \gamma, h}^{(e)}(\cdot) - \mathbb{E}V_{t, r, \gamma, h}^{(e)}(\cdot)\right),
\]

\[
\eta_{t, r, \gamma, h}^{(e)}(\cdot) = t^{-d/4} \left(J_{t, r, \gamma, h}^{(e)}(\cdot) - \mathbb{E}J_{t, r, \gamma, h}^{(e)}(\cdot)\right).
\]

We can represent \(Q(h)\) as a union of "unit" cubes. Let \(h(t) \in \mathbb{N}\), then

\[Q(h) = \bigcup_{j \in T(h)} K_j, \quad K_j = (j_1 - 1, j_1] \times \cdots \times (j_d - 1, j_d], T(h) \subset \mathbb{Z}^d.
\]

For each \(n \in \mathbb{N}\) let us consider arbitrary fixed \(\alpha_p \in \mathbb{R}_+; a_p \in \mathbb{R}^d; c_p \in \mathbb{R}^{d+1}; p = 1, \ldots, n\). Then our problem is reduced to the CLT for the multi-indexed sums

\[S_{t, r, \gamma, h}^{(e)} = t^{-d/4} \sum_{j \in T(h)} \left(X_j(\varepsilon, t, r, \gamma) - \mathbb{E}X_j(\varepsilon, t, r, \gamma)\right)
\]

where

\[X_j(\varepsilon, t, r, \gamma) = \int_{K_j} \exp \left\{c_{t, r, \gamma}^{(e)}(y)\right\} \Psi(y, t) \, dy, \quad j \in T(h),
\]

\[\Psi(y, t) = \sum_{p=1}^{\infty} \left(d+1 \right) c_p + \sum_{i=1}^{\infty} c_p \left(\frac{ia_p \sqrt{t} - iy}{\alpha_p \sqrt{t}}\right) \exp \left\{-\frac{|a_p \sqrt{t} - y|^2}{2\alpha_p t}\right\}, \quad t > 0, y \in \mathbb{R}^d.
\]

Under the conditions (10) and \(h(t)/\sqrt{t} \to \infty\) we have

\[(20) \quad \text{Var} \left( \sum_{j \in T(h)} X_j(\varepsilon, t, r, \gamma) \right) \sim b^2(c)t^{d/2}.
\]

The dependence of \(b^2(c)\) on \(\alpha_p, a_p, c_p, p = 1, \ldots, n\) (see Lemmas 6-8) is not indicated. It is enough to consider just the nontrivial case \(b^2(c) \neq 0\). Note that the sums \(\sum_{j \in T(h)} X_j(\varepsilon, t, r, \gamma)\) display irregular growth of variances (i.e. nonlinear dependence of the variance on the number of summands because \(h(t)/\sqrt{t} \to \infty\) as \(t \to \infty\)). Note also that the fields \(X_j(\varepsilon, t, r, \gamma)\) are not stationary.

The field \(X_j(\varepsilon, t, r, \gamma)\) is \(m(t)\)-dependent on the set \(T(h(t))\) where \(m(t) = 2\gamma(t)r(t) + \sqrt{d}\). So using the CLT for the series of \(m(t)\)-dependent fields on \(T(h(t)) \subset \mathbb{Z}^d\) (see [2], [5]), taking into account (20), the bound for

\[C_s(\varepsilon, t, r, \gamma, h) = \max_{j \in T(h)} \left(\mathbb{E}|X_j(\varepsilon, t, r, \gamma)|^s\right)^{1/s}, \quad s \in (2, 3],
\]

the condition (18) and also the facts that \(\Delta_t^{(e)}(\alpha, a) \to 0\) for every \(\alpha \in \mathbb{R}_+, a \in \mathbb{R}^d\) and \(\delta_t^{(e)}(\alpha, a) \to \delta_c(\alpha, a)\), \(\mathcal{M}_t^{(e)}(\alpha, a) \to \mathcal{M}_c(\alpha, a)\) (see Lemmas 2, 3) under (2), we come to the statements of Theorem 1.
Corollary 1. Suppose $\lambda_0(\cdot) \in \text{PC}(\mathbb{R}^d)$ and
\begin{equation}
|\varphi(x)| \leq c_0 (1 + |x|^{d+\delta})^{-1}
\end{equation}
for all $x \in \mathbb{R}^d$ and some $c_0$, $\delta > 0$, and suppose $E\theta^{2d} \exp \{ \mu \|\|_{\infty} |\xi| \} < \infty$ for some $\mu \in (2, 3]$. If (17) is satisfied with $\gamma(t) = c_1 t^\tau$ for some $\tau \in [0, \frac{1}{4}(s - 2) \cdot (s - 1)^{-1})$, $c_1 > 0$, then the statements of Theorem 1 (referred in the sequel as (4)) are valid if $\delta > d((s - 2)(s - 1)^{-1} - 4\tau)^{-1}$. In particular, we can choose $\tau = 0$ whenever $\theta \leq \theta_0$ a.s. for some positive constant $\theta_0$.

Corollary 2. Let $\lambda_0(\cdot) \in \text{PC}(\mathbb{R}^d)$ and let $\varphi(\cdot) \in L^1(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d)$. Assume that for some $s \in (2, 3]$ there exists a function $r(t)$, $t > 0$, with the following properties
\begin{equation}
r(t) \rightarrow \infty, \quad R(\varphi, r(t)) = o(t^{-d/4}), \quad r(t) = o(t^\kappa) \quad \text{as } t \rightarrow \infty
\end{equation}
and $\kappa = \frac{1}{4}(s - 2)(s - 1)^{-1}$. If, in addition, $E\exp \{ \mu \|\|_{\infty} |\xi| \} < \infty$ and $\theta \leq \theta_0$ a.s., then (4) holds.

Using the technique of cumulants (see Corollary 7.3 in [5]) and strengthening the restrictions on the amplitudes $\xi$, we can relax the requirements on the function $\varphi: \mathbb{R}^d \rightarrow \mathbb{R}$.

Theorem 2. Let $\lambda_0(\cdot) \in \text{PC}(\mathbb{R}^d)$, $\varphi \in L^1(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d)$ and $E\theta^{2d} \exp \{ \mu |\xi| \} < \infty$ for all $\mu > 0$. If the conditions (19) and, respectively, (17) for $q_0 = 2$ are satisfied with $r(t)\gamma(t) = o(t^\tau)$ as $t \rightarrow \infty$ for some $\tau < \frac{1}{4}$, then (4) is valid.

Remark 2. This result can be considered as the limiting case of Theorem 1 as $s \rightarrow \infty$.

Corollary 3. Let $\lambda_0(\cdot) \in \text{PC}(\mathbb{R}^d)$, $E\exp \{ \mu \theta \} < \infty$, $E\exp \{ \mu |\xi| \} < \infty$ for all $\mu > 0$ and let
\begin{equation}
R(\varphi, t^\tau) = o(t^{-d/4}) \quad \text{for some } \tau < \frac{1}{4}
\end{equation}
Then (4) is true. Furthermore, instead of (23) we can assume that (21) holds for some $c_0 > 0$ and $\delta > d$.

Remark 3. In [6] a single field $\zeta(\cdot)$ of the type (1) with a Poisson point field $\{x_i\}$ having the intensity function $\lambda \equiv \text{const.}$ was considered and the limiting behavior as $t \rightarrow \infty$ of the field $\tilde{Z}_t(1, a) = \delta_0(1) t^{(d+2)/4} Z_t(1, a)$, $a \in \mathbb{R}^d$ (i.e. $\alpha = 1$) was established (see Remark 1). In [6] also the independence of $\{\xi_i\}$ and $\{\theta_i\}$ was supposed. The last hypothesis was used also in [3], [4] where the limiting behavior of $\tilde{Z}_t^{(c)}(1, a)$ was investigated under the scaling condition (2) with $0 \leq c < \infty$. Thus the results of [3], [4], [6] can be obtained from the results in the present paper.

The author is grateful to Professor S.A. Molchanov for posing the problem as well as indicating the effect of averaging (Lemma 1).
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