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1. Consider, on a standard stochastic basis (ft,
equation
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F, (Fr)r>o, P) , the stochastic

(1)

(2)

Xt- xo + lr' t,R(x") d,a, * lr' ,,o(s, x,) d*,,

in the space .Bd, d) L, where o: (ot,.F't)t>o t ao:0, is a predictable (contin-
uous) increasing one-dimensional process; ,n : (*r, Ft) , mo : 0, is a continuous
local martingale with values in the space .R*, å > 1; ,R(r) : (r?;(z)) i:,,...,tt)
aad o(t,w,u): (o;i(t,r,*))ö=r,...,it;j:t,...,r,rr" (d x 1) and, respectively @x k)
matrix-valued predictable functions; 7 : (Zr, Fr)r>o is a positive predictable pro-
cess and Ellxrll'< m (here lloll and (o,y) areihe norm and scalar product of
vectors c and y from a finite-dimensional Euclidean space).

The solutios Xt, t ) 0, of the equation (1) is an example of a continuous
procedure to approximate stochastically the single root O of an equation of the
form

n(o) : Q.

The goal of this paper is to give general conditions of (a.s.) convergence of Xt
to the root @ : 0 (for simplicity). The approach to stochastic approximation
procedures, based on stochastic equations with respect to semimartingales, was
suggested by Melnikov [1] in the case of a one-dimensional processes, a linear
bounded real function .R(c) and, respectively, o : L (see also the corresponding
references therein). Here we shall relax these conditions. In particular, our as-
sumptions (see Theorem L) on o(x) - *lnr/z n as t --+ oo are typical unexplosing
conditions for the strong solutions of stochastic equations. In addition, we do
not make any particular growth assumptions for the one-dimensional model (1)
(see Theorem 2). We also present two exampes which show that our results are
nontrivial and new for classical diffusion models (see [2]).
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2. To formulate the basic result (Theorem L) we need some notation.
By A we denote the class of functions L(u), u ) 0, defined by

L(u): L",^(u): const r. frrr,1., +e*+e), rn:0,1,'.', € ) 0,

i=0

with
€rn : €XP am-lt m) 7, eo :0i
1n;..,.1(o) = lni (ln(z)), lrolr;: r.
Denote bv C? : ((rni,*i)r);,i<x, the matrix of quadratic characteristics of

the components rni and mi of the local martingale rn (cf. (1)), and (rn)t -- tr Cf .

We will consider the following assumption: there is a predictable increasing
one-dimensional process V such that

(3) Cf and o,1 are absolutely continuous with respect to V,

urd ih" corresponding densitie s are B1 and o1 , respectively.
All notions a^nd notation not recalled here can be found in the books [3] or

t4l.

Theorem L. Let Xt, t ) 0, be a continuous solution of the equafion (1).
Suppose the following assumptions are fulfilled
(1) ,ffi 1"da": oo &.s',

(2) thereis apositive definitematrix C suchthatfor all x e ,B'\iO) , (Cr,E(r)) <
0,

(3) tåere a,re afunction L € A and a predictable positive process c" such that
a.s. for all a e Rd

?åen P{ limt-* X1 : 0} : 1.

To prove the theorem we need the next lemmas. In what follows all the
consta,nts will be denoted by I/ or II(.).

Lemma 1.
(1) Any function L e L, is well defined, positive, increasing and continuously

differentiable.
(2) Forany 6 >0 thereis e sucå thatfor a ) 6 onehas L",^(r)-2tL',,*(x) < 0.
(3) .For any e )0 and m,:0,1,..., tåereis H: H(e,ni) sucå thatfor r )0

one has xL'",*(r) I H L",*(x).
In pafiicula.r, fot e : amyr - en one cart cltoose H(erm) : m * L.
(a) .Fbr any 

^)0 
tåere is H:ä(),e) sucåthat L",^(),r)<H(L",*(c)+t).
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We shall not present a proof of the (analytic) Lemma 1. However, using the
properties of L: L",* € A we note that the function

w(a) : w",* : 
Io'"''n 

t;1^py au

has two continuous partial derivatives and I7(r) --+ m if and only if lloll -) oo.

Lemma 2. Let Zt : Zo * At * M1 be a positive confinuous semimartingile
withthemartingalepart M andB(Zs) 1cp, A1< Al-A7,where Ar and A2 are
continuous increasingprocesses. ?åen (a.s.) {,4L < oo} g {Z -} n {A'- < oo}.

Here {o; : Z +} is the set of convergence of Z{u;) to a finite limit as I -» oo.
Proof. Since E(26) < m, it followsfrom Theorem 7 [3; p. 115] that (a.s.)

{AL < oo} q {Z -} n {(a' - A)* < m}.

Moreover, since ,4.1 S AI - A! we obtain (a.s.)

{(at -/)- < *} c {/'." < *},
yielding the desired inclusion.

Proof of Theorem I. Let us apply Ito's formula (see [+]) to W,,*, giving

w (xt) : w (xo) *, [' 1, L-t (c x 
", 

x 
") 

(c x 
", 

R(x 
") 

da 
")Jo

It,((cx,,xs))c
L',(C x,t x s)] "ts, 

x, )0,o

Xr,,o(s , Xr) d*r).

H(q 
Ir' 

^,?L;'1t,"((cx,,x")) + ( cx,,x,)L'"((cx,,x"))]

H 
lr' t?L;'(.) tr o,g,ol dv,.

+ * t, l,' i?L;, ((c x,, x"))

- ( c x,, x,)' (( c x,, x,)')* .

+ z 
lr' t"L;' ((c x,, x 

")) (c

We note that tr(AB)
B > 0. Using this fact

*(r,xr)d,v'

and the properties
The third term here is denoted by f .

matrices A and B are symmetrical and
of L, from Lemma 1 we obtain

I< tr or0,ol dV,
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a result we get

w(xt) 3w(xo) * lo' lrr"o"(cx",E(x,)) + H* tt go-)L4 dv"

(4) n
*, 

J " 
1 "L-r 

(c x 
", 

o 
" 

d,m").

Note that elfioll'< * implies EIry(Xo) ( oo. Thus, the inequalitv (a)

gives us a possibility to apply Lemma 2 with

zt :w(xt), Al :z 
lo' t"o"t;'(cx",E(x",'R(x"))) d%,

fi1tn!:zn lr r?troBo* d,V", Mt:2 
Jo 

r"t-t(CX",o"dm").

Therefore, we have (a.s.)

{AL < oo} g {w(xt)---' } n {/'- < *}.

Using now the assumptions of the theorem we have (a.s.)

,4L < u 
Ir* 

1!L-rc"Ld.v": u 
lr* 1!c"d,v" < x,

and therefore (a.s.)

(5) ä'- < *;

W(Xr) tends to a finite limit (a.s.) and

(6) P{llx,ll'z*}:1.

Let us prove that llxrll' --+ 0 (a.s.) as f -» oo. Assume that llXrll'(r) *
6: ä(ru) and å(c,.r) I 0 on a set Qr with

(7) P(Or) : or > 0.

Lemma 3. On the set 0r

(8) y - Ilg3f (- cx,,R(x,)) > o.
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Proof. Suppose that liminf (- CXr,.R(Xr)) : 0 on a subset Oz e Or with
P(Oz) : d2 ) 0. Fix u €Q2 a,nd construct t,: t"(ar) + m (n --+ oo) such

that (CXh,R(Xr^))(r) - 0 (n -' oo). The sequence (Xr"{r)),>r is bounded

because of (6), and we can take a subsequence X1, (ar) which conrrErges to ((cu).
Using continuity of the scalar product and the function .B we get, for w € dl2,
that

(- cxr;,R(xr;))(.) * (- ct,n(O)(a,) : o.

This statement contradicts the second assumption of Theorem 1 because, in view
of (7), € = 0. Thus (8) is true, finishing the proof of Lemma 3.

It follows from (8) that for c,; € O1 there is T : T(w) > 0 such that

-L-r(@xr,Xr))(Cxr,a(x,)) ) const v@)> 0 for t> T(u).

Therefore, using the first condition of the theorem we have on O1

3. We consider now the one-dimensional (d : l§:1) model (1) in order to
obtain a result on a.s. convergence of X1 as t -+ oo under wider assumptions.

Theorem 2. Let the first and the second (C : L) conditions of Theorem 1

be fulfilled. Moreover, suppose there exist a real number 6 > 0 and a predictable
function A1 such that for all lxl1 6 and t > 0

Then the continuous strong solution Xt, t ) 0, of the equation (1) satisfes
P{)(1 --r 0}: L as t + oo.

Proof. Choose €: e(6) ) 0, construct the functions L" ar.d W,, ar;.d apply

- [* 1"a"L-r(cx",x")(cx,,E(x,)) d,v": - [* .y"L-r(cx,,R(x"))da"
Jr@) Jr1.)

) const ,@) l*.rt"d.a": 
x.

(9) 211rR(a)a1+fiBloz1t,r) ( 41, where 
Io* 

o"d,v" < a.
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Ito's formula. We then have

w"(xr) : w"(xo) * [' rr"r;t 1x!1x"a1x,){1x" r<a.1 da"
Jo

fi
+ 

J o 
z.y"L;t (x?)x 

"R(x ")I 11y,1sey da"

fi
+ 

J " 
f" t;' (x)[t 

"(x?) - 2xZ L'"(x,2 )] /1 1x. 1 >a1 o2 (s, x 
") 

d(*l 
"

1t
+ 

J o 
* L;' (x?[ - zx2" t'"1x3 )] /r rr" t sol o (s, x!) d(*l 

"

f
+ 

J o 
*t ;1 (Xl)r1;x" ;s a1o2 (", x 

") 
d(ml 

"

It
+ J, *L,1 (x?)zx"o(s, x") dm

:W"(Xo)-e?+A!+M1,
where -A2 is the sumof the 3rd, 4th and 5th terms, ,4,1 is the sumof the 2nd
a,nd 6th terms and, respectively M is the last term.

We choose e : e(6) such that (see Lemma 1.)

L,, (*, )lt .(*r) - 2r2 LL(*)] /11,1701 < 0.

Therefore A2 is an increasing positive process. Applying Lemma 2 to Zt : W"(Xt)
we get (a.s.)

(10) {.4L < oo} g {w"(xr) --, } n {Å1 < *}.
Note that using (9) and Lemma 1 one can show that (a.s.)

Ar* : 
lo* lrr"* "B(x") + 1! B "oz 

(x 
")) 

L;, (x?)r gx s<e1 d.v"

s ,,-'(o) 
lo* 

o"dv" < a.

Therefore, it follows from (f0) that W"(Xt) converges (a.s.) to a finite limit as
t --+ oo. Now, the same method as used at the end of the proof of Theorem L can
be applied to finish the proof of Theorem 2.

4. Example 1. The example shows that the second condition of Theorem 1

is weaker than the "usual" condition (o, E(r)) < 0.
Let us take the following positive definite matrix

": (å 3) , and B(o) : (:;,*-T,') , . : 1::)
Then for nr : 12: L we have (r, E(r)) - 5 ) 0. But (Co, .R(c)) - -*2r -8*Z <
0 forall t*0.
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Example 2. Consider a one-dimensional model (i) with a1 =t, rn1 :W1
(Wiener process), 1t ) 0, o(t,t): ^tr'l'(-zxa@))'/'; t ) 0, o € Br. Let

If *ds : oo and ff l? d" : m (for example, Jt : constt). In this case we

have the trivial condition (9):

211xR(x)*1!o(t,r):0.

Using Theorem 2 we get ot --+ 0 (a.s.) as t -» oo. As a result we have the a.s.

convergence of Xt without the classical condition If * ds < m (see [2]).

Remark 1. The method of this paper has been used to investigate Kiefer-
Wolfowitz procedures for semimartingales (see [t]-[2]). This paper deals with the
continuous model (1) only. However, the discontinuous case can be treated too,
and we are going to carry it out in another paper.

Remark 2. Our conditions 2)-3) of the theorems are quite similar to the
so-called "monotony conditions" from [5], where the corresponding existence and
uniqueness results are proved for strong solutions of stochastic equations with
respect to continuous semimartingales.
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