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Abstract. The notion of a martingale difference random field is introduced, and sufficient
conditions for a Gibbs random field to possess the martingale difference property are studied.
Various central limit theorems for such random fields are given.

Let Z* be a lattice (¥ > 1) and W be the family of all its finite subsets.

Definition 1. We say that a random field &, t € ZY, is a martingale-
difference random field with respect to a given sequence of increasing finite subsets

(sifs) VieW,i=1,2...,if E|] < o0, t € Z", and
(1) E(é | €s,s € Vi) =0, a.s.

forall te V;\Vi—; and 1 =2,3,....

If (1) holds for all s.i.f.s. then the random field is called simply a martingale-
difference random field.

Definition 2. We say that a random process Sy, V € W, forms a martingale
with respect to a sif.s. Vi, 1 =1,2,...,if E|Sy| < oo, V € W, and the relation

(2) E(Sv; | SvisSvay---»Sviiy) = Svi_y, a.s.

is valid for all : =2,3,....

It is easy to see that if a random field &;, t € Z¥, is a martingale-difference
with respect to a s.ifis. Vi, ¢ =1,2,..., then the random process Sy = EtEV &,
V € W, is a martingale with respect to V;, : = 1,2,.... Conversely, if a random
process Sy = ) o &, V € W, is a martingale with respect to any s.i.f.s. then
the random field &;, t € Z, is a martingale-difference random field.

There is a wide spectrum of examples of random fields and processes satisfying
the conditions in these definitions.

Example 1. Let V;,:=1,2,...,beas.ifs. and A; = V;\Vj_1, ] =2,3,....
Suppose a random field £, t € Z” has the properties: E{; =0, t € Z¥, and &,

€, are independent for t € Aj, s € Ag, j # k. Then it is a martingale-difference
with respect to V;, 1 =1,2,....
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Example 2. Let &, t € Z¥, be a random field taking values in a separable
complete metric space X with a o-finite measure g, u(X) > ¢, defined on its
Borel subsets. Suppose the finite dimensional distributions of this random field
are absolutely continuous with respect to the product measures g, = pl*!, v € W
(] - | stands for the number of points in a finite set) and suppose the densities
pv(ze,t € V), V € W, are strictly positive. Moreover, suppose qv(z:,t € V),
V € W, is another system of consistent densities. Then the process

— qV(Et,t € V)
PV(ft,t € V)’

is a martingale with respect to any s.i.f.s.

Sv Vew,

Example 3. Suppose &, t € Z¥, is a random field satisfying E|&| < oo,
te Z", and
E(& | €,s€2\{t})) =0 as.

Then &;, t € Z¥, is a martingale-difference random field.

Example 4. Suppose Z¥ = U;T;, T; NTx = 0, j # k; and suppose &,
t € Z¥, is a random field having the property: Sv = ), &, V C Tj, is a
martingale with respect to any sif.s. Vi, ¢ = 1,2,..., V; C T for any fixed
J=12,.... If Sy and Sy, are, in addition, independent for V' C T; and V C Tk,
J # k, then the random field ;, t € Z”, is a martingale-difference.

The following example is a special case of Example 4.

Example 5. Suppose a random field &, t € Z%, E|£| < oo, t € Z? has the
-property: for any p, k € Z!

E(pr |- p-10)€pr1h)---) =0 as.

and {(, k), (q,j) are independent for k # j. Then the random field &, t € Z? | is
a martingale-difference.

Note that each of the examples considered here has an analogy in the theory
of martingales.

We introduce next a new construction of martingale-difference random fields
which is useful also in the theory of Gibbs random fields.

Suppose Y, Y C R!, is a symmetric set with respect to the origin (i.e., if
y €Y then —y € Y) and #A(Y) is the o-algebra of its Borel subsets. Consider a
symmetric measure p on #(Y) (i.e., u(B) = u(—B), B € #(Y)) satisfying

/ Iyl u(dy) < oo.
Y

Lemma 1. Let &, t € Z, be a random field taking values in Y. Suppose
its finite-dimensional distributions are absolutely continuous with respect to the
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product-measures pl®l, V € W, with densities PV(ytl,ytz,---,qu); VeWw,
satisfying

pV(olytua?ytza v 39t|v|yt|v|) = pV(yh yYtay ooy yt|v|)a V € W,
for any 6; € {-1,1}, i« = 1,2,...,|V| (the superparity property). Then the
random field &, t € Z?, is a martingale-difference.

Proof. 1t is sufficient to show that Sy = ), &, V € W, is a martingale
with respect to an arbitrary s.i.f.s. That is, for any sequence V; € W, V; C Viy1,
1 =1,2,..., one has

z E(¢ | Swvi,Svs,---,Svil,) =0 a.s.
teVi\Vio

or

Z / &P(dw) =0 for any A € o(&,,s € Vi1).
A

teVi\Vio

This relation can be rewritten in the following form: for any

B e ‘@(Y‘/\'—l)7 Vi eW,

S [ vt oudoy. @) =0,
BxY;

teVi\Vio,

However, taking into account the superparity of the densities py and the symmetry
of the measure p; we have

/Y 2pvi_, 00 (v, 2)pe(dz) = 0.

The lemma is proven.

Now we introduce the notion of a Gibbs random field. Note that the definition
given below is not general.

Let (Yi, %B:,pt), t € Z¥, be a copy of (Y,%,p). A system of measurable
functions ® = {®y,V € W}, defined on (Yv, By, uv), is called a potential. Here

Yv = ®tevYs, By = Qrev Py, kv = Qtev e,

(® is here also the symbol of the Cartesian product).
For any v € W and § € Yz.\v we define a function

Ubw) =Y. D> ®,iwni) ve€Yv, yr=ss€J), §5= (s € J),
JCVjczv\V
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which is called the potential energy. This quantity is finite if for example the
condition

0] <
“sequ J:anJEWyS‘?’I’)JI J(y)l

is satisfied.

Define
fYV\, exp { = UY(y,2) }pv\1(dz)
Sy, exp { = UV (2)}uv(dz)

Suppose that for any I € W there exist an increasing sequence Vi, € W, k =
1,2,..., satisfying UxVx = Z”, and boundary conditions y; € Yz»\y, such that
the limes (uniform with respect to y € Y7)

(Q?/)I(y) = yevYr yeYzv.

Jim (97;),(v) = P1(v)

exists. Then the system of finite-dimensional densities {p;,I € W} is consistent,
and hence there exists a random field called a Gibbs random field.

Definition 3. We say that a potential ® is a superparity potential if for any
Y= (Ytrr - Ytv;)» Yt €Y, V € W, the relation

Qv(elytl PR 9|V|yt‘v|) = Q(ytn s Yty )7 01' € {—17 1}a
holds.
Lemma 2. Let ® be a potential satisfying

sup i) < o0.
a€Z¥ J:aEZJ:EW yseurf’ 201

If the potential ® has the superparity property, then the corresponding Gibbs
random field is a martingale-difference.

This lemma follows from the superparity of the potential & combined with
Lemma 1.
One can construct many examples of superparity potentials ® = {®y, V €

W}. For example, for V € W define

Diam V)™7 <
Sy(y,teV) = {(I)-ItEV |yt|( iam V)77, '|‘/VT£,2{V| <2
or
‘PV(yt,tEV)=exp{—sug|ytHV|"}, v > 0.
te

There are several well-known articles dealing with the central limit theorem
for martingale-difference random processes.

The next theorem is a direct consequence of the results of Brown [3] and
Dvoretsky [5].
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Theorem 1. Let Sy, V € W, be a martingale asociated with a s.i.f.s. V;
1 =1,2,.... Suppose the following conditions hold:

1) Dna; > a?|A;], o? > 0, ElnAj|2+6 < C|Aj|1+6/2, 0<C <oo, §>0;
here D stands for the variance, and Aj = V; \ Vj_1, na; = Sy; — Sy,_,,
1=2,3,...;

2) limp—oo(DSy, )™ 300, Cov(nﬁ)_ ,sgnl;) =0, where
I; = E(T]ZA), | 77A1,---,7)A,~_1)—E7]2Aj, 71=2,3,....

Then for any = € R!

n—oo =/

i.e., the central limit theorem holds.

The conditions of this type can be checked for the martingales Sy, V € W,
which are sums of weakly dependent random variables (see [1], [6-8]). In this
paper we restrict ourselves to the consideration of martingales which are sums of
components of a weakly dependent random field. We use the following mixing
coefficients

ama"(p)= sup {Q(M[,MV);I,V eEW, Q(I,V) Zp’|'[| Sm,lVl STL},
m,n€ENU{co}
o(Mi,My)= sup  |P(AB)— P(A)P(B)|,
A€EM;,BEMy

MI=0(€tat€I)a Mv=0(§t,tev),
= 1 — (') —_ (1) v
oI, V) L elst) e(s) 22 |s' =], st € Z”.

Theorem 2. Let ¢, t € Z”, be a martingale-difference field satisfying
Eﬁt = 0, inftezv E€t2 = 0’(2) > O, and

lftl < C, teZ”, as.
Suppose
am,n(p) < f(m)a(p)

where f(m) is some function and a(p) — 0 as p — co. Then for any increasing
sequence of cubes V, CZ¥, n=1,2,...

- i L[ e
nh_}n;P((thL;"ft) tEZV:" & <:1:> = \/2_7r/;ooe du.

Note that in contrast to the well-known central limit theorems for weakly
dependent random fields (see for example [2], [4], [9-11]) the mixing coefficients
in Theorem 2 do not depend on the dimension of the lattice Z¥.
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Theorem 3. Let & be a translation invariant potential having the superpar-
ity property. Suppose ® has a sufficiently small norm

8= > || sup |2s(y)]-
Jocjew  YEYs

Then the central limit theorem holds for the corresponding Gibbs random field for
any increasing sequence of cubes V,, CZ", n=1,2,....

This theorem is a consequence of Theorem 2 and Theorem 9.1.1 of [10].
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