VARIABLE HARDY SPACES ASSOCIATED WITH OPERATORS SATISFYING DAVIES–GAFFNEY ESTIMATES ON METRIC MEASURE SPACES OF HOMOGENEOUS TYPE
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Abstract. Let $(X, d, \mu)$ be a metric measure space of homogeneous type and $p(\cdot): \mathcal{X} \to (0, 1]$ a variable exponent function satisfying the globally log-Hölder continuous condition. Assume that $L$ is a one-to-one operator of type $\omega$ on $L^2(X)$, with $\omega \in [0, \pi/2)$, which has a bounded holomorphic functional calculus, and whose heat kernel satisfies the Davies–Gaffney estimates. In this article, the authors introduce the variable Hardy space $H^p(\cdot)L(X)$ associated with $L$. Then the authors establish the molecular characterization of $H^p(\cdot)L(X)$ via the atomic decomposition of variable tent spaces and show that the dual space of $H^p(\cdot)L(X)$ is the BMO-type space $BMO^p(\cdot)L^*(X)$, where $L^*$ denotes the adjoint operator of $L$ on $L^2(X)$. In particular, if $L$ is a non-negative self-adjoint operator whose heat kernel has a Gaussian upper bound, the authors then obtain the non-tangential and the radial maximal function characterizations of $H^p(\cdot)L(X)$ via establishing its atomic characterization.

1. Introduction

Let $p(\cdot): \mathbb{R}^n \to (0, \infty)$ be a measurable function. The variable Lebesgue space $L^{p(\cdot)}(\mathbb{R}^n)$ is defined to be the space of all measurable functions $f$ on $\mathbb{R}^n$ such that, for some $\lambda \in (0, \infty)$,

$$\int_{\mathbb{R}^n} \left[ \frac{|f(x)|}{\lambda} \right]^{p(x)} \, dx < \infty.$$  

In particular, if $p(\cdot) \equiv p$ is a positive constant, then $L^{p(\cdot)}(\mathbb{R}^n)$ is just the classical Lebesgue space $L^p(\mathbb{R}^n)$. The study of variable Lebesgue spaces originated from Orlicz [49] in 1931. Then it was further developed by Nakano [47, 48] and Kováčik and Rákosník [42]. Nowadays the interest in variable function spaces has increased steadily and these variable function spaces have been widely used in harmonic analysis as well as partial differential equations; see, for example, [1, 16, 17, 18, 22, 23, 33, 52].

The study of variable Lebesgue spaces on a (quasi-)metric measure space $\mathcal{X}$ seemingly appeared initially in [34], where, under the assumption that $\mathcal{X}$ is bounded with a
Riesz transforms, are bounded on $H^p \in L$ is a suitable substitute of the Lebesgue space of the semigroup) in the proof of the Kato square root problem (see [6]). For example, they are the main technical tool (for the resolvent instead related references therein. These estimates are fundamental in many applications of the Laplace operator $H$ spaces.

On the other hand, the theory of classical real Hardy spaces $H^p(\mathbb{R}^n)$ was first introduced by Stein and Weiss [57] in the early 1960s, and then was systematically developed by Fefferman and Stein [27]. It is well known that the Hardy space $H^p(\mathbb{R}^n)$ is a suitable substitute of the Lebesgue space $L^p(\mathbb{R}^n)$ for any $p \in (0, 1)$. When $p \in (0, 1]$, many well-known operators from harmonic analysis, such as Hilbert and Riesz transforms, are bounded on $H^p(\mathbb{R}^n)$, but not on $L^p(\mathbb{R}^n)$. As a generalization of classical Hardy spaces, Nakai and Sawano [45] introduced variable Hardy spaces $H^{p(\cdot)}(\mathbb{R}^n)$, established their atomic characterizations and investigated their dual spaces. Independently, Cruz-Uribe and Wang [19] also studied the variable Hardy spaces $H^{p(\cdot)}(\mathbb{R}^n)$ with $p(\cdot)$ satisfying some conditions slightly weaker than those used in [45]. Recently, Yang et al. [62, 67] established equivalent characterizations of variable Hardy spaces via Riesz transforms and intrinsic square functions. A complete real-variable theory of variable Hardy spaces over an RD-space (any metric measure space satisfying both the doubling and the reverse doubling conditions) was also established by Zhuo et al. [65]. Notice that $H^p(\mathbb{R}^n)$ is essentially associated with the Laplace operator

$$\Delta := \sum_{j=1}^n \frac{\partial^2}{\partial x_j^2}$$

(see, for example, [26]). In recent years, there has been a lot of attention paid to the study of Hardy spaces associated with different operators, which has been a very active research topic in harmonic analysis; see, for example, [5, 8, 25, 26, 35, 36, 37, 38, 39, 55, 59]. In particular, Yang and Zhuo [61] introduced variable Hardy spaces $H^{p(\cdot)}_L(\mathbb{R}^n)$ associated with operators $L$ on $\mathbb{R}^n$, where $p(\cdot) : \mathbb{R}^n \to (0, 1]$ is a variable exponent function satisfying the globally log-Hölder continuous condition and $L$ is a linear operator on $L^2(\mathbb{R}^n)$ which generates an analytic semigroup $\{e^{-tL}\}_{t \geq 0}$ with kernels having pointwise upper bounds. As a generalization of [61], Yang et al. [60] further studied variable Hardy spaces $H^{p(\cdot)}_L(\mathbb{R}^n)$ associated with operator $L$ which satisfies the Davies–Gaffney estimates. The notion of the Davies–Gaffney estimates (or the so-called $L^2$ off-diagonal estimates) of the semigroup $\{e^{-tL}\}_{t \geq 0}$ was first introduced by Gaffney [28] and Davies [21], which serves as good substitutes of the Gaussian upper bound of the associated heat kernel; see also [7] and the related references therein. These estimates are fundamental in many applications of semigroups. For example, they are the main technical tool (for the resolvent instead of the semigroup) in the proof of the Kato square root problem (see [6]).
Variable Hardy spaces associated with operators satisfying Davies–Gaffney estimates

Very recently, under the assumptions that $L$ is a non-negative self-adjoint operator whose heat kernel having a Gaussian upper bound, Song and Yan [55] established a characterization of the Hardy space $H^p_L(X)$ for any $p \in (0, 1)$ via the non-tangential maximal function associated with the heat semigroup $\{e^{-tL}\}_{t>0}$ based on a subtle modification of the technique due to Calderón [9]. Furthermore, Song and Yan [56] generalized the results of [55] to metric measure spaces of homogeneous type; see [63, 66] for more generalizations of [55]. In particular, Zhuo and Yang [66] established the atomic and the several maximal function characterizations of variable Hardy spaces $H^p_L(X^n)$.

To continue the study of [60, 66, 56], in this article, we investigate the Hardy space $H^p_L(X)$ associated with a one-to-one operator $L$ of type $\omega$ in $L^2(X)$, with $\omega \in [0, \pi/2)$, which has a bounded holomorphic functional calculus and satisfies Davies–Gaffney estimates (see Assumptions 2.6 and 2.7 below) on a metric measure space $(X, d, \mu)$ of homogeneous type. In general, an operator $L$ satisfying Assumptions 2.6 and 2.7 is not necessarily non-negative self-adjoint. Notice that the “non-negative self-adjoint” assumption plays an important role in the known work (see, for example, [35, 39, 55, 56, 66]). This leads to that $L$ has the finite speed propagation property for solutions of the corresponding wave equation (see, for example, [35]), which allows one to characterize the Hardy spaces via atoms. Therefore, without the “non-negative self-adjoint” assumption, it requires us to characterize the Hardy spaces $H^p_L(X)$ via molecules instead of atoms (see Theorem 3.3 below) in this article. In Section 4, we study the dual space of $H^p_L(X)$. We point out that, although, in [60], Yang et al. also investigated the dual space of $H^p_L(X^n)$, there are some methods which only work on $\mathbb{R}^n$ not on a metric measure space of homogeneous type. For example, in the arguments used in [60, Remark 4.6] to obtain the duality of Hardy spaces $H^p_L(R^n)$, we can cover the annulus $(2^j B) \setminus (2^{j-1} B)$, with $j \in \mathbb{N}$, by approximately $2^m$ balls of radius $r_B$. In general, this is not true in the case of metric measure spaces of homogeneous type. To overcome this difficulty, we make use of the property that the metric measure space $X$ has a dyadic grid analogous to that of $\mathbb{R}^n$, which is due to Christ [11, Theorem 11] (see also Lemma 4.6 below).

Comparing the function spaces with constant exponents, we would like to point out that a main difficulty appearing in the study of variable function spaces exists in that the quasi-norm $\| \cdot \|_{L^p(X)}$ has no explicit and direct expression, which makes some estimates become very complicated. To overcome this difficulty, we make use of the boundedness of the Hardy–Littlewood maximal operator on $L^p(X)$ (see Lemmas 2.2 and 2.3 below) and borrow some ideas from the proof of [65, Proposition 2.11] (which was essentially proved by Sawano [53, Lemma 4.1] and is restated as Lemma 2.4 below). The role of Lemma 2.4 is to reduce some estimates in terms of $L^p(X)$ norms of some series of functions into some estimates in terms of $L^p(X)$ norms of some functions.

This article is organized as follows.

In Section 2, we first recall the notion of the variable Lebesgue space on a metric measure space of homogeneous type. Then we describe Assumptions 2.6 and 2.7 imposed on the operator $L$ considered in this article and introduce the definition of the variable Hardy space $H^p_L(X)$ in terms of the square function of the heat semigroup generated by $L$. Finally, we recall some notions and notation on the variable tent spaces $T^p(X^+)$ on $X^+ := X \times [0, \infty)$ and establish the atomic decomposition of $T^p(X^+)$ (see Proposition 2.13 below).
In Section 3, we establish the molecular characterization of $H^p_L(\mathcal{X})$ (see Theorem 3.3 below). Following the strategy that used in the proof of [60, Propositions 3.10 and 3.12], we prove Theorem 3.3 by means of the atomic decomposition of the tent space $T^p_k(\mathcal{X}^+)$). The proof of Theorem 3.3 also relies on Lemmas 2.2 and 2.4 below.

In Section 4, we introduce the variable BMO-type space $\text{BMO}_{p(\cdot), L^*}(\mathcal{X})$ and show that the dual space of $H^p_L(\mathcal{X})$ is $\text{BMO}_{p(\cdot), L^*}(\mathcal{X})$ (see Theorem 4.9 below), where $L^*$ denotes the adjoint operator of $L$ on $L^2(\mathcal{X})$. The proof of Theorem 4.9 is based on an argument used in the proofs of [36, Theorems 8.2 and 8.6] and [39, Theorem 4.1] with some ingenious modifications on the case of variable exponents. For example, it is difficult to compare $\| \chi_{B(x,r)} \|_{L^p(\mathcal{X})}$ with $\| \chi_{B(y,t)} \|_{L^p(\mathcal{X})}$ directly, where $B(x, r)$ and $B(y, t)$ denote two balls of $\mathcal{X}$ with $x, y \in \mathcal{X}$ and $r \in (0, \infty)$. To overcome this difficulty, we make full use of Lemma 2.2 below and establish a relationship between two quasi-norms $\| \cdot \|_{L^p(\mathcal{X})}$, respectively, corresponding to two different balls (see Remark 4.8 below for more details).

In Section 5, if $L$ is a non-negative self-adjoint operator whose heat kernel has a Gaussian upper bound, we establish the non-tangential and the radial maximal function characterizations of $H^p_L(\mathcal{X})$ (see Theorem 5.7 below). The proof of Theorem 5.7 is based on the atomic characterization of $H^p_L(\mathcal{X})$ (see Proposition 5.12 below) and some known results from Song and Yan [56].

We end this section by making some conventions on notation. In this article, we always let $(\mathcal{X}, d, \mu)$ be a metric measure space of homogeneous type. For any $p \in (0, \infty)$ and any measurable subset $E$ of $\mathcal{X}$, let $L^p(E)$ be the set of all measurable functions $f$ on $\mathcal{X}$ such that

$$\| f \|_{L^p(E)} := \left[ \int_E |f(x)|^p \, d\mu(x) \right]^{1/p} < \infty.$$ 

We denote by $C$ a positive constant which is independent of the main parameters, but it may vary from line to line. We also use $C_{(\alpha, \beta, \ldots)}$ to denote a positive constant depending on the parameters $\alpha, \beta, \ldots$. The symbol $f \lesssim g$ means that $f \leq Cg$. If $f \lesssim g$ and $g \lesssim f$, we then write $f \sim g$. Let $\mathbb{N} := \{1, 2, \ldots\}$ and $\mathbb{Z}_+ := \mathbb{N} \cup \{0\}$. For any $\alpha \in (0, \infty)$ and $x \in \mathcal{X}$, denote by $\Gamma_\alpha(x)$ the cone of aperture $\alpha$ with vertex $x \in \mathcal{X}$, namely,

$$\Gamma_\alpha(x) := \{(y, t) \in \mathcal{X} \times (0, \infty) : d(x, y) < \alpha t\}.$$ 

If $\alpha = 1$, we simply write $\Gamma(x)$ instead of $\Gamma_\alpha(x)$. For any ball

$$B := B(x_B, r_B) := \{y \in \mathcal{X} : d(x, y) < r_B\} \subset \mathcal{X}$$

with $x_B \in \mathcal{X}$ and $r_B \in (0, \infty)$, $\alpha \in (0, \infty)$ and $j \in \mathbb{N}$, we let $\alpha B := B(x_B, \alpha r_B)$,

$$U_0(B) := B \quad \text{and} \quad U_j(B) := (2^j B) \setminus (2^{j-1} B).$$

For any subsets $E, F \subset \mathcal{X}$, let

$$\text{dist}(E, F) := \inf\{d(x, y) : x \in E, y \in F\}.$$ 

For any $p \in [1, \infty]$, $p'$ denotes its conjugate number, namely, $1/p + 1/p' = 1$.

2. Preliminaries

In this section, we first recall the definition of metric measure spaces of homogeneous type. Then we describe two assumptions imposed on the operator $L$ studied
in this article. Finally, we introduce the variable Hardy spaces $H^p_L(\mathcal{X})$ associated
with $L$.

Let $(\mathcal{X}, d)$ be a metric space equipped with a non-negative doubling Borel mea-

sure $\mu$. In what follows, for any $x \in \mathcal{X}$ and $r \in (0, \infty)$, denote by

$$V(x, r) := \mu(B(x, r)),$$

the volume of the open ball $B(x, r)$. Recall that a measure $\mu$ is said to be doubling
if there exists a positive constant $C$ such that, for any $x \in \mathcal{X}$ and $r \in (0, \infty)$,

$$V(x, 2r) \leq CV(x, r).$$

Then the triple $(\mathcal{X}, d, \mu)$ is called a metric measure space of homogeneous type in the
sense of Coifman and Weiss [12, 13]. From the doubling property (2.1), we deduce
that there exist positive constants $C$ and $D$ such that, for any $\lambda \in [1, \infty)$, $x \in \mathcal{X}$
and $r \in (0, \infty)$,

$$V(x, \lambda r) \leq C\lambda^D V(x, r).$$

Indeed, property (2.3) is a direct consequence of the triangle inequality of the metric
d and the strong homogeneity (2.2).

2.1. Variable Lebesgue spaces. Let $(\mathcal{X}, d, \mu)$ be a metric measure space
of homogeneous type. Define $\mathcal{P}(\mathcal{X})$ to be the set of all the measurable functions
$p(\cdot) : \mathcal{X} \to (0, \infty)$ satisfying

$$p_- := \text{ess inf}_{x \in \mathcal{X}} p(x) > 0 \quad \text{and} \quad p_+ := \text{ess sup}_{x \in \mathcal{X}} p(x) < \infty.$$

Then a function $p(\cdot) \in \mathcal{P}(\mathcal{X})$ is called a variable function on $\mathcal{X}$.

For any $p(\cdot) \in \mathcal{P}(\mathcal{X})$, the variable Lebesgue space $L^{p(\cdot)}(\mathcal{X})$ is defined to be the
space of all measurable functions $f$ satisfying (1.1) for some $\lambda \in (0, \infty)$, equipped
with the Luxemburg (quasi-)norm

$$\|f\|_{L^{p(\cdot)}(\mathcal{X})} := \inf \left\{ \lambda \in (0, \infty) : \int_{\mathcal{X}} \left[ \frac{\|f(x)\|^{p(x)}}{\lambda} \right]^{p(x)} d\mu(x) \leq 1 \right\}.$$

For more properties of the variable Lebesgue spaces, we refer the reader to [17, 23].

Remark 2.1. Let $p(\cdot) \in \mathcal{P}(\mathcal{X})$.

(i) For any $\lambda \in C$ and $f \in L^{p(\cdot)}(\mathcal{X})$, $\|\lambda f\|_{L^{p(\cdot)}(\mathcal{X})} = |\lambda|\|f\|_{L^{p(\cdot)}(\mathcal{X})}$. In particular,

if $p_- \in [1, \infty)$, then $\| \cdot \|_{L^{p(\cdot)}(\mathcal{X})}$ is a norm, namely, for any $f$, $g \in L^{p(\cdot)}(\mathcal{X})$,

$$\|f + g\|_{L^{p(\cdot)}(\mathcal{X})} \leq \|f\|_{L^{p(\cdot)}(\mathcal{X})} + \|g\|_{L^{p(\cdot)}(\mathcal{X})}.$$

(ii) If $p(\cdot) \equiv p \in (0, \infty)$ is a constant exponent, we find that $L^{p(\cdot)}(\mathcal{X})$ is just the
classical Lebesgue space $L^p(\mathcal{X})$, which is defined to be the set of all measurable functions $f$
on $(\mathcal{X}, d, \mu)$ such that

$$\|f\|_{L^p(\mathcal{X})} := \left[ \int_{\mathcal{X}} |f(x)|^p d\mu(x) \right]^{1/p} < \infty.$$

(iii) By (2.5), it is easy to see that, for any $f \in L^{p(\cdot)}(\mathcal{X})$ and $s \in (0, \infty)$,

$$\|f^s\|_{L^{p(\cdot)}(\mathcal{X})} = \|f\|_{L^{p(\cdot)}(\mathcal{X})}^s.$$
(iv) Let \( p_- \in (1, \infty) \). Then, by [34, p. 90], we find that, for any \( f \in L^{p_+}(\mathcal{X}) \) and \( g \in L^{p^*}(\mathcal{X}) \),

\[
\int_{\mathcal{X}} |f(x)g(x)| \, d\mu(x) \leq 2\|f\|_{L^{p_+}(\mathcal{X})} \|g\|_{L^{p^*}(\mathcal{X})},
\]

here and hereafter, \( p^*(\cdot) \) denotes the dual variable exponent of \( p(\cdot) \), which is defined by setting, for any \( x \in \mathcal{X} \),

\[
\frac{1}{p(x)} + \frac{1}{p^*(x)} = 1.
\]

(v) Let \( p_- \in (1, \infty) \). Then, by [65, Lemma 2.9] (see also [17, Theorem 2.34] and [23, Corollary 3.2.14]), we know that, for any \( f \in L^{p_+}(\mathcal{X}) \),

\[
\frac{1}{2} \|f\|_{L^{p_+}(\mathcal{X})} \leq \sup_{\{g \in L^{p^*}(\mathcal{X}) : \|g\|_{L^{p^*}(\mathcal{X})} \leq 1\}} \int_{\mathcal{X}} |f(x)g(x)| \, d\mu(x) \leq 2\|f\|_{L^{p_+}(\mathcal{X})}.
\]

(vi) By an argument similar to that used in the proof of [17, Proposition 2.21], we find that, for any non-trivial function \( f \in L^{p_+}(\mathcal{X}) \),

\[
\int_{\mathcal{X}} \left[ \frac{|f(x)|}{\|f\|_{L^{p_+}(\mathcal{X})}} \right]^{p(x)} \, dx = 1.
\]

Recall that a variable function \( p(\cdot) \in \mathcal{P}(\mathcal{X}) \) is said to be locally log-Hölder continuous if there exists a positive constant \( c_{\log} \) such that, for any \( x, y \in \mathcal{X} \),

\[
|p(x) - p(y)| \leq \frac{c_{\log}}{\log(e + 1/d(x, y))},
\]

and that \( p(\cdot) \) is said to satisfy the log-Hölder decay condition with the basepoint \( x_0 \in \mathcal{X} \) if there exist some \( p_\infty \in \mathbb{R} \) and a positive constant \( c_\infty \) such that, for any \( x \in \mathcal{X} \),

\[
|p(x) - p_\infty| \leq \frac{c_\infty}{\log(e + d(x, x_0))}.
\]

We say that \( p(\cdot) \) is log-Hölder continuous, denoted by \( p(\cdot) \in C^{\log}(\mathcal{X}) \), if \( p(\cdot) \) satisfies both (2.6) and (2.7). By [65, Remark 2.4], we know that \( p(\cdot) \in C^{\log}(\mathcal{X}) \) is equivalent to that \( p^*(\cdot) \in C^{\log}(\mathcal{X}) \). In what follows, we always fix the basepoint \( x_0 \in \mathcal{X} \), which plays the same role as the origin of \( \mathbb{R}^n \) does.

Recall that the central Hardy–Littlewood maximal operator \( M \) is defined by setting, for all \( f \in L^1_{\text{loc}}(\mathcal{X}) \) and \( x \in \mathcal{X} \),

\[
M(f)(x) := \sup_{r \in (0, \infty)} \frac{1}{V(x, r)} \int_{B(x, r)} |f(y)| \, d\mu(y).
\]

The following lemma establishes the boundedness of \( M \) on \( L^{p_+}(\mathcal{X}) \), which is just [2, Corollary 1.8] (see also [34, Theorem 4.3]).

**Lemma 2.2.** [2] Let \( p(\cdot) \in C^{\log}(\mathcal{X}) \) with \( 1 < p_- \leq p_+ < \infty \). Then there exists a positive constant \( C \) such that, for any \( f \in L^{p_+}(\mathcal{X}) \),

\[
\|M(f)\|_{L^{p_+}(\mathcal{X})} \leq C\|f\|_{L^{p_+}(\mathcal{X})}.
\]

The following Fefferman–Stein vector-valued inequality of \( \mathcal{M} \) on \( L^{p_+}(\mathcal{X}) \) is just [65, Theorem 2.7].
Lemma 2.3. \cite{65} Let $p(\cdot) \in C^{\log}(\mathcal{X})$ with $1 < p_- \leq p_+ < \infty$. Then, for any given $q \in (1, \infty]$, there exists a positive constant $C$ such that, for any sequence $\{f_j\}_{j \in \mathbb{N}}$ of measurable functions, it holds true that

$$
\left\| \left\{ \sum_{j=1}^{\infty} [M(f_j)]^q \right\}^{\frac{1}{q}} \right\|_{L^p(\mathcal{X})} \leq C \left\| \left\{ \sum_{j=1}^{\infty} |f_j|^q \right\}^{\frac{1}{q}} \right\|_{L^p(\mathcal{X})},
$$

where, when $q = \infty$, it is understood that (2.9) means

$$
\left\| \sup_{j \in \mathbb{N}} M(f_j) \right\|_{L^p(\mathcal{X})} \leq C \left\| \sup_{j \in \mathbb{N}} |f_j| \right\|_{L^p(\mathcal{X})}.
$$

If $p(\cdot) \equiv p \in (1, \infty)$ is a constant exponent, the conclusion of Lemma 2.3 was proved in \cite[Theorem 1.2]{30}.

The following lemma is a slight variant of \cite[Proposition 2.11]{65}, which plays a key role in the proofs of the main results of this article.

Lemma 2.4. Let $\kappa \in [1, \infty)$, $p(\cdot) \in C^{\log}(\mathcal{X})$, $p := \min\{p_-, 1\}$ and $q \in [1, \infty] \cap (p_+, \infty]$, where $p_-$ and $p_+$ are as in (2.4). Then there exists a positive constant $C$ such that, for any sequence $\{B_j\}_{j \in \mathbb{N}}$ of balls in $\mathcal{X}$, $\{\lambda_j\}_{j \in \mathbb{N}} \subset \mathbb{C}$ and functions $\{a_j\}_{j \in \mathbb{N}}$ satisfying that, for any $j \in \mathbb{N}$, $\text{supp} a_j \subset \kappa B_j$ and $\|a_j\|_{L^q(\kappa \mu(\mathcal{X}))} \leq \mu(B_j)^{1/q}$,

$$
\left\| \left( \sum_{j=1}^{\infty} |\lambda_j a_j|^{\frac{p}{q}} \right)^{\frac{1}{p}} \right\|_{L^p(\mathcal{X})} \leq C \kappa D(1-\frac{1}{q}) \left\| \left( \sum_{j=1}^{\infty} |\lambda_j \chi_{B_j}|^{\frac{p}{q}} \right)^{\frac{1}{p}} \right\|_{L^p(\mathcal{X})}.
$$

Proof. From (iii) and (v) of Remark 2.1, we deduce that there exists a function $g \in L^{\left(\frac{p(\cdot)}{p} \right)^{\ast}}(\mathcal{X})$ with $\|g\|_{L^{\left(\frac{p(\cdot)}{p} \right)^{\ast}}(\mathcal{X})} \leq 1$ such that

$$
\left\| \left( \sum_{j=1}^{\infty} |\lambda_j a_j|^{\frac{p}{q}} \right)^{\frac{1}{p}} \right\|_{L^p(\mathcal{X})} = \left\| \sum_{j=1}^{\infty} |\lambda_j a_j|^{\frac{p}{q}} \right\|_{L^{\left(\frac{p(\cdot)}{p} \right)^{\ast}}(\mathcal{X})} \lesssim \left[ \int_{\mathcal{X}} \sum_{j=1}^{\infty} |\lambda_j a_j|^{\frac{p}{q}} |g(x)| \, d\mu(x) \right]^{\frac{1}{p}}.
$$

Since $p := \min\{p_- \cdot 1\}$ and $q \in \{1, \infty\} \cap (p_+, \infty)$, it follows that $q > p$. Moreover, by the H"older inequality, (2.2) and Lemma 2.1(iv), we find that

$$
\int_{\mathcal{X}} \sum_{j=1}^{\infty} |\lambda_j a_j|^{\frac{p}{q}} |g(x)| \, d\mu(x) \\
\leq \sum_{j=1}^{\infty} |\lambda_j|^{\frac{p}{q}} \left[ \int_{\kappa B_j} |a_j(x)|^q \, d\mu(x) \right]^{\frac{p}{q}} \left[ \int_{\kappa B_j} |g(x)|^{\frac{q}{p} \cdot \frac{q}{q}} \, d\mu(x) \right]^{1-p/q} \\
\leq \sum_{j=1}^{\infty} |\lambda_j|^{\frac{p}{q}} [\mu(B_j)]^{\frac{q}{p} \cdot \frac{q}{q}} [\mu(\kappa B_j)]^{1-p/q} \left[ \frac{1}{\mu(\kappa B_j)} \int_{\kappa B_j} |g(x)|^{\frac{q}{p} \cdot \frac{q}{q}} \, d\mu(x) \right]^{1-p/q} \\
\leq \sum_{j=1}^{\infty} |\lambda_j|^{\frac{p}{q}} \mu(B_j)^{\frac{q}{q} \cdot \frac{q}{q}} \left[ \inf_{x \in B_j} M \left( |g(x)|^{\frac{q}{p} \cdot \frac{q}{q}} \right)(x) \right]^{1/2}.
$$
\[ \kappa^{D(1-\frac{p}{q})} \int_{\mathcal{X}} \sum_{j=1}^{\infty} |\lambda_j| \chi_{B_j}(x) \left[ M \left( |g|^{\frac{q}{p}} \right)(x) \right]^{1/\left(\frac{q}{p}\right)} \, d\mu(x) \]

\[ \kappa^{D(1-\frac{p}{q})} \left\| \sum_{j=1}^{\infty} |\lambda_j| \chi_{B_j} \right\|_{L^{p}(\mathcal{X})} \left\| M \left( |g|^{\frac{q}{p}} \right) \right\|_{L^{\frac{p}{q}}(\mathcal{X})}. \]

By this, (2.11), the fact that
\[ \left( \frac{q}{p} \right)^{\prime} \prec \left\{ \left( \frac{p(\cdot)}{p} \right)^{\ast} \right\} \quad \Longleftrightarrow \quad \frac{q}{p} > \frac{p_{+}}{p} \Longleftrightarrow q > p_{+}, \]

Remark 2.1(iii) and Lemma 2.2, we obtain (2.10), which completes the proof of Lemma 2.4. \( \square \)

**Remark 2.5.** In particular, if \( \kappa = 1 \), Lemma 2.4 is just [65, Proposition 2.11]. Moreover, if \( (\mathcal{X}, d, \mu) := (\mathbb{R}^{n}, |\cdot|, dx) \) is the classical Euclidean space, then \( \kappa = 1 \) and hence the conclusion of Lemma 2.4 was proved by Sawano in [53, Lemma 4.1] (see also [45, Theorem 4.6] of Nakai and Sawano).

### 2.2. Two assumptions on the considered operator \( L \)

We first recall some knowledge about bounded holomorphic functional calculi introduced by McIntosh [44] (see also [3]).

For any \( \omega \in [0, \pi) \), the closed and open \( \omega \) sectors, \( \mathcal{S}_{\omega} \) and \( \mathcal{S}_{\omega}^{0} \), are defined, respectively, by setting
\[ \mathcal{S}_{\omega} := \{ z \in \mathbb{C} : |z| \leq \omega \} \cup \{ (0, 0) \} \quad \text{and} \quad \mathcal{S}_{\omega}^{0} := \{ z \in \mathbb{C} \setminus \{ (0, 0) \} : |z| < \omega \}. \]

Let \( (\mathcal{X}, d, \mu) \) be a space of homogeneous type. A closed and densely defined operator \( L \) on \( L^{2}(\mathcal{X}) \) is said to be of type \( \omega \) if

(i) \( \sigma(L) \subset \mathcal{S}_{\omega} \), where \( \sigma(L) \) denotes the spectrum of \( L \),

(ii) for any \( \theta \in (\omega, \pi) \), there exists a positive constant \( C(\theta) \) such that, for any \( z \in \mathbb{C} \setminus \mathcal{S}_{\theta} \),
\[ |z| \| (zI - L)^{-1} \|_{L^{2}(\mathcal{X})} \leq C(\theta). \]

Here and hereafter, \( L^{2}(\mathcal{X}) \) denotes the set of all continuous linear operators from \( L^{2}(\mathcal{X}) \) to itself and, for any \( T \in L(L^{2}(\mathcal{X})) \), its operator norm is denoted by \( \| T \|_{L(L^{2}(\mathcal{X}))} \).

For any \( \mu \in (0, \pi) \), define
\[ H_{\infty}(\mathcal{S}_{\mu}^{0}) := \{ f : \mathcal{S}_{\mu}^{0} \rightarrow \mathbb{C} \text{ is holomorphic and } \| f \|_{L^{\infty}(\mathcal{S}_{\mu}^{0})} < \infty \} \]
and
\[ \Psi(\mathcal{S}_{\mu}^{0}) := \left\{ f \in H_{\infty}(\mathcal{S}_{\mu}^{0}) : \exists \alpha, C \in (0, \infty) \text{ such that } |f(z)| \leq \frac{C|z|^\alpha}{1 + |z|^{2\alpha}}, \forall z \in \mathcal{S}_{\mu}^{0} \right\}. \]

Let \( \omega \in [0, \pi) \) and \( L \) be a one-to-one operator of type \( \omega \) on \( L^{2}(\mathcal{X}) \). For any \( \psi \in \Psi(\mathcal{S}_{\mu}^{0}) \) with \( \mu \in (\omega, \pi) \), the operator \( \psi(L) \in L(L^{2}(\mathcal{X})) \) is defined by setting
\[ \psi(L) := \int_{\gamma} \psi(\xi)(\xi I - L)^{-1} \, d\xi, \]
where \( \gamma := \{ re^{i\nu} : r \in (0, \infty) \} \cup \{ re^{-i\nu} : r \in (0, \infty) \} \), for any given \( \nu \in (\omega, \mu) \), is a curve consisting of two rays parameterized anti-clockwise. By (2.12) and [3, Lecture 2], we know that the integral in (2.13) is absolutely convergent in \( L^{2}(\mathcal{X}) \) and
the definition of $\psi(L)$ is independent of the choice of $\nu \in (\omega, \mu)$. Moreover, it is well known that the above holomorphic functional calculus defined on $\Psi(S^0_\mu)$ can be extended to $H_\infty(S^0_\mu)$ by a limiting procedure (see [44]). Let $0 \leq \omega < \mu < \pi$. Recall that the operator $L$ is said to have a bounded holomorphic functional calculus on $L^2(\mathcal{X})$ if there exists a positive constant $C(\mu, \omega)$, depending on $\mu$ and $\omega$, such that, for any $\psi \in H_\infty(S^0_\mu)$,

$$
\|\psi(L)\|_{L(L^2(\mathcal{X}))} \leq C(\mu, \omega) \|\psi\|_{L^\infty(S^0_\mu)}.
$$

By [3, Theorem F], we know that, if (2.14) holds true for some $\mu \in (\omega, \pi)$, then it also holds true for all $\mu \in (\omega, \pi)$. As was pointed out in [5, Lecture 4], operators, which have bounded holomorphic functional calculi, include positive self-adjoint operators and maximal accretive operators on $L^2(\mathcal{X})$.

Let $L$ be a one-to-one operator of type $\omega$ in $L^2(\mathcal{X})$ with $\omega \in [0, \pi/2)$. Then it follows from [50, Theorem 1.45] that $L$ generates a bounded holomorphic semigroup $\{e^{-tL}\}_{t \in S^0_{\pi/2-\omega}}$ on the open sector $S^0_{\pi/2-\omega}$.

We now make the following two assumptions on the operator $L$, which are used throughout the whole article.

**Assumption 2.6.** $L$ is a one-to-one operator of type $\omega$ in $L^2(\mathcal{X})$, with $\omega \in [0, \pi/2)$, and has a bounded holomorphic functional calculus on $L^2(\mathcal{X})$.

**Assumption 2.7.** The semigroup $\{e^{-tL}\}_{t \geq 0}$ generated by $L$ satisfies the Davies–Gaffney estimates, namely, there exist positive constants $C$ and $c$ such that, for any closed subsets $E$ and $F$ of $\mathcal{X}$ and $f \in L^2(\mathcal{X})$ with $\text{supp} f \subset E$,

$$
\|e^{-tL}(f)\|_{L^2(F)} \leq Ce^{-c \text{dist}(E, F)^2} \|f\|_{L^2(E)}.
$$

Examples of operators which satisfy Assumptions 2.6 and 2.7 include second order divergence form elliptic operators on $\mathbb{R}^n$, (magnetic) Schrödinger operators with non-negative potentials on $\mathbb{R}^n$ and Laplace-Beltrami operators on all complete Riemannian manifolds; see, for example, [36, 20, 28].

**Remark 2.8.** (i) Let $L$ satisfy Assumptions 2.6 and 2.7, and $L^*$ be the adjoint operator of $L$ on $L^2(\mathcal{X})$. Then, by [40, Theorems 5.30 and 6.22 of Chapter Three], $L^*$ is also a one-to-one operator of type $\omega$ on $L^2(\mathcal{X})$. From [31, Lemma 2.6.2], it follows that, for any $k \in \mathbb{Z}_+$ and $t \in (0, \infty)$, $[(tL)^ke^{-tL}]^* = (tL)^ke^{-tL}$. Notice that the semigroup $e^{-zL}$ is holomorphic in $S^0_{\pi/2-\omega}$. From this, Assumption 2.7 and an argument similar to that used in the proof of [35, Proposition 3.1], we deduce that, for any $k \in \mathbb{Z}_+$, the family $\{(tL)^ke^{-tL}\}_{t \geq 0}$ of operators also satisfies the Davies–Gaffney estimates (2.15).

(ii) We point out that the assumption that $L$ is one-to-one is necessary for the bounded holomorphic functional calculus on $L^2(\mathcal{X})$ (see [44, 3]). By [15, Theorem 2.3], we further know that, if $T$ is a one-to-one operator of type $\omega$ on $L^2(\mathcal{X})$, then $T$ has dense domain and dense range.

Assume that the operator $L$ satisfies Assumptions 2.6 and 2.7. For any $k \in \mathbb{N}$, the square function $S_{L,k}$ associated with $L$ is defined by setting, for any $f \in L^2(\mathcal{X})$ and $x \in \mathcal{X}$,

$$
S_{L,k}(f)(x) := \left[ \int_0^\infty \int_{B(x, t)} \left| (t^2L)^ke^{-t^2L}(f)(y) \right|^2 \frac{d\mu(y)\, dt}{V(x, t)^{k}} \right]^{1/2}.
$$

In particular, when $k = 1$, we write $S_L$ instead of $S_{L,1}$. 
We observe that, for any $k \in \mathbb{N}$, $S_{L,k}$ is bounded on $L^2(\mathcal{X})$. Indeed, from the Fubini theorem, (2.3) and [3, Theorem F], we deduce that, for any $f \in L^2(\mathcal{X})$,

$$\|S_{L,k}(f)\|_{L^2(\mathcal{X})}^2 = \int_{\mathcal{X}} \int_0^\infty \int_{B(x,t)} \left| (t^2 L)^k e^{-t^2 L}(f)(y) \right|^2 \frac{d\mu(y)}{V(x,t)} \frac{dt}{t} d\mu(x)$$

where the implicit positive constant is independent of $f$.

We now introduce the variable Hardy spaces associated with the operator $L$.

**Definition 2.9.** Let $p(\cdot) \in C^{log}(\mathcal{X})$ satisfy $p_+ \in (0,1]$ and $L$ be an operator satisfying Assumptions 2.6 and 2.7. The variable Hardy space $H_L^{p(\cdot)}(\mathcal{X})$ is defined to be the completion of the space

$$\left\{ f \in L^2(\mathcal{X}) : \|S_L(f)\|_{L^{p(\cdot)}(\mathcal{X})} < \infty \right\}$$

with respect to the quasi-norm

$$\|f\|_{H_L^{p(\cdot)}(\mathcal{X})} := \|S_L(f)\|_{L^{p(\cdot)}(\mathcal{X})} = \inf \left\{ \lambda \in (0, \infty) : \int_{\mathcal{X}} \left[ \frac{S_L(f)(x)}{\lambda} \right]^{p(x)} d\mu(x) \leq 1 \right\}.$$

**Remark 2.10.**
(i) In particular, when $p(\cdot) \equiv p \in (0,1]$ is a constant, $H_L^{p(\cdot)}(\mathcal{X})$ was introduced in [8] as a special case and also studied in [24].

(ii) If $(\mathcal{X},d,\mu) := (\mathbb{R}^n,|\cdot|,dx)$ is the classical Euclidean space, the variable Hardy space $H_L^{p(\cdot)}(\mathcal{X})$ was studied in [60].

**2.3. Variable tent spaces.** In this subsection, we first introduce some notions and notation on variable tent spaces $T^{p(\cdot)}(\mathcal{X}^+)$. Then we establish an atomic decomposition of $T^{p(\cdot)}(\mathcal{X}^+)$. Here and hereafter, we always let $\mathcal{X}^+ := \mathcal{X} \times (0, \infty)$.

**Definition 2.11.** Let $p(\cdot) \in \mathcal{P}(\mathcal{X})$. The variable tent space $T^{p(\cdot)}(\mathcal{X}^+)$ is defined to be the space of all measurable functions $f$ such that $\|f\|_{T^{p(\cdot)}(\mathcal{X}^+)} := \|A(f)\|_{L^{p(\cdot)}(\mathcal{X})} < \infty$, where, for any $x \in \mathcal{X}$,

$$A(f)(x) := \left[ \int_0^\infty \int_{B(x,t)} |f(y,t)|^2 \frac{d\mu(y)}{V(x,t)} \frac{dt}{t} \right]^{1/2}.$$

In particular, if $p(\cdot) \equiv p \in (0, \infty)$ is a constant exponent, we simply write $T^p(\mathcal{X}^+)$ instead of $T^{p(\cdot)}(\mathcal{X}^+)$. We point out that the tent space $T^p(\mathcal{X}^+)$ was studied in [4].

The following lemma is just [4, Proposition 3.10].

**Lemma 2.12.** [4] Let $p \in (1, \infty)$. Then, for any $f \in T^p(\mathcal{X}^+)$ and $g \in T^{p'}(\mathcal{X}^+)$, the pairing

$$\langle f, g \rangle := \int_0^\infty \int_{\mathcal{X}} f(x,t)g(x,t) \frac{d\mu(x)}{t} \frac{dt}{t}$$

realizes $T^p(\mathcal{X}^+)$ as the dual of $T^{p'}(\mathcal{X}^+)$, up to equivalent norms, where $1/p + 1/p' = 1$.

For any $\alpha \in (0, \infty)$ and $x \in \mathcal{X}$, let $\Gamma_\alpha(x)$ be as in (1.2). Then, for any closed subset $E \subset \mathcal{X}$, define

$$R_\alpha(E) := \bigcup_{x \in E} \Gamma_\alpha(x).$$
Let $\alpha \in (0, \infty)$ and $O$ be an open subset of $X$. The tent over $O$ with aperture $\alpha$ is defined by setting

$$T_\alpha(O) := \{(y, t) \in X^+ : d(y, O^\alpha) \geq \alpha t\}.$$  

If $\alpha = 1$, we simply write $R(O)$ and $T(O)$, respectively, instead of $R_1(O)$ and $T_1(O)$.

Let $p(\cdot) \in \mathcal{P}(X)$. Recall that a measurable function $a$ on $X^+$ is called a $(p(\cdot), \infty)$-atom if there exists a ball $B \subset X$ such that

1. $\text{supp } a \subset T(B);$  
2. for any $q \in (1, \infty),$  

$$\|a\|_{T^q(X^+)} \leq [\mu(B)]^{1/q} \|a\|^{-1}_{L^p(\mu)}.$$  

In particular, if $(X, d, \mu) := (\mathbb{R}^n, |\cdot|, dx)$ is the classical Euclidean space, then $(p(\cdot), \infty)$-atom was first introduced in [67].

For any $p(\cdot) \in \mathcal{P}(X)$ with $0 < p_- \leq p_+ \leq 1$, any sequences $\{\lambda_j\}_{j \in \mathbb{N}} \subset \mathbb{C}$ and $\{B_j\}_{j \in \mathbb{N}}$ of balls in $X,$ let

$$A(\{\lambda_j\}_{j \in \mathbb{N}}, \{B_j\}_{j \in \mathbb{N}}) := \left\| \left\{ \sum_{j \in \mathbb{N}} \left[ \frac{\lambda_j |\chi_{B_j}|}{\|\chi_{B_j}\|_{L^p(\mu)}} \right]^{p_-} \right\|_{L^p(\mu)} \right\|_{L^{q}(\mu)}.$$  

By [65, Lemma 5.9], we know that, if $p_+ \in (0, 1)$, then, for any sequences $\{\lambda_j\}_{j \in \mathbb{N}} \subset \mathbb{C}$ and $\{B_j\}_{j \in \mathbb{N}}$ of balls in $X,$

$$\sum_{j \in \mathbb{N}} \|\chi_{B_j}\|_{L^q(\mu)} \leq A(\{\lambda_j\}_{j \in \mathbb{N}}, \{B_j\}_{j \in \mathbb{N}}).$$  

The following lemma establishes the atomic decomposition of $T^p(\mu)(X)$, which is a generalization of [67, Theorem 2.16] on the metric measure space of homogeneous type.

**Proposition 2.13.** Let $p \in C^{log}(\mu)$ with $p_+ \in (0, 1]$. Then, for any $f \in T^p(\mu)(X)$, there exist $\{\lambda_j\}_{j \in \mathbb{N}} \subset \mathbb{C}$ and a family $\{a_j\}_{j \in \mathbb{N}}$ of $(p(\cdot), \infty)$-atoms such that, for almost every $(x, t) \in X^+$,

$$f(x, t) = \sum_{j \in \mathbb{N}} \lambda_j a_j(x, t)$$  

and

$$C^{-1}\|f\|_{T^p(\mu)(X^+)} \leq A(\{\lambda_j\}_{j \in \mathbb{N}}, \{B_j\}_{j \in \mathbb{N}}) \leq C\|f\|_{T^p(\mu)(X^+)},$$  

where, for any $j \in \mathbb{N}, B_j$ is the ball associated with $a_j$ and $C$ a positive constant independent of $f$. Moreover, if $f \in T^p(\mu)(X^+) \cap T^2(\mu)(X^+),$ then (2.21) holds true in both $T^p(\mu)(X^+)$ and $T^2(\mu)(X^+).$

To prove Proposition 2.13, we need the following lemma which is just [43, Lemmas 2.9 and 2.16] (see also [12, Chapter III, Theorem 1.3] and [51, Lemma 2.2]).

**Lemma 2.14.** [43] Let $\Omega$ be a proper open subset of $X$ and $\mu(\Omega) < \infty$. For any $x \in X,$ let $r(x) := \text{dist}(x, \Omega^\alpha)/t.$ Then there exist a positive constant $M \in \mathbb{N}$ and a sequence $\{x_j\}_{j \in \mathbb{N}}$ of points in $X$ such that, if $r_j := r(x_j)$ for any $j \in \mathbb{N},$ then

1. $\Omega := \bigcup_{j \in \mathbb{N}} B(x_j, r_j);$  
2. $B(x_i, r_i/4) \cap B(x_j, r_j/4) = \emptyset$ for any $i \neq j;$  
3. for any $j \in \mathbb{N}, \sharp\{i \in \mathbb{N} : B(x_i, 5r_i) \cap B(x_j, 5r_j) \neq \emptyset\} \leq M,$ where $\sharp E$ denotes the cardinality of the set $E.$

Moreover, there exists a family $\{\phi_j\}_{j \in \mathbb{N}}$ of non-negative functions on $X$ such that
(iv) for any \( j \in \mathbb{N} \), \( \text{supp} \phi_j \subset B(x_j, 2r_j) \);
(v) for any \( j \in \mathbb{N} \) and \( x \in B(x_j, r_j) \), \( \phi_j(x) \geq 1/M \);
(vi) \( \sum_{j \in \mathbb{N}} \phi_j = \chi_{\Omega} \).

We prove Proposition 2.13 by borrowing some ideas from the proofs of [51, Theorem 1.1] and [67, Theorem 2.16] (see also [59, Theorem 3.1]).

Proof of Proposition 2.13. Let \( f \in \mathcal{T}^{\delta}(\mathcal{X}^+) \). For any \( k \in \mathbb{Z} \), let
\[
O_k := \{ x \in \mathcal{X} : A(f)(x) > 2^k \} \quad \text{and} \quad O^*_k := \{ x \in \mathcal{X} : M(\chi_{O_k})(x) > 1 - \gamma \},
\]
where \( \gamma \in (0, 1) \) is a constant, which is determined later, and \( M \) denotes the Hardy–Littlewood maximal function as in (2.8). Then it is easy to see that, for any \( k \in \mathbb{Z} \), \( O_k \) is open, \( O_{k+1} \subset O_k \) and \( O_k \subset O^*_k \) which is guaranteed by \( \gamma \in (0, 1) \). By the fact that \( f \in \mathcal{T}^{\delta}(\mathcal{X}^+) \) with \( 0 < p_- \leq p_+ \leq 1 \), we find that, for any \( k \in \mathbb{Z} \), \( \mu(O_k) < \infty \), which, together with the boundedness of \( M \) from \( L^1(\mathcal{X}) \) to the weak Lebesgue space \( W^{1}(\mathcal{X}) \), further implies that \( \mu(O^*_k) \lesssim \frac{1}{\gamma} \mu(O_k) < \infty \). Let \( \eta \in (0, 1) \) be a fixed constant. By an argument similar to that used in the proof of [51, (2.3)] (see also [59, p. 513]), we know that there exists a \( \gamma \in (0, 1) \) such that
\[
(2.22) \quad \text{supp} \ f \subset \bigcup_{k \in \mathbb{Z}} T_{1-\eta}(O^*_k) \bigcup E,
\]
where \( E \subset \mathcal{X}^+ \) satisfies \( \int_{E} \frac{d\mu(y)}{dt} \, dt = 0 \).

If there exists some \( k \in \mathbb{Z} \) such that \( O^*_k = \mathcal{X} \), then \( \mu(\mathcal{X}) < \infty \). This implies that \( \mathcal{X} \) is bounded, indeed, \( \mathcal{X} \) is a ball (see [46, Lemma 5.1]). In this case, let \( I_k := \{ 1 \} \), \( B_{k,1} := \mathcal{X} \) and \( \phi_{k,1} \equiv 1 \). If \( O^*_k \) is a proper subset of \( \mathcal{X} \) for any \( k \in \mathbb{Z} \), by applying Lemma 2.14 with \( \Omega := O^*_k \) therein, we obtain a set \( I_k \subset \mathbb{N} \) of indices, a family \( \{ B_{k,j} \}_{j \in I_k} := \{ B(x_{k,j}, 2r_{k,j}) \}_{j \in I_k} \) of balls and a family \( \{ \phi_{k,j} \}_{j \in I_k} \) of functions satisfying that, for any \( j \in I_k \), \( \text{supp} \phi_{k,j} \subset B_{k,j} \) and \( \sum_{j \in I_k} \phi_{k,j} = \chi_{O^*_k} \). Then it is easy to see that, for any \( k \in \mathbb{Z} \) and \( (x, t) \in \mathcal{X}^+ \),
\[
\chi_{T_{1-\eta}(O^*_k) \setminus T_{1-\eta}(O^*_k+1)}(x, t) = \sum_{j \in I_k} \phi_{k,j}(x) \chi_{T_{1-\eta}(O^*_k) \setminus T_{1-\eta}(O^*_k+1)}(x, t).
\]
From this and (2.22), we deduce that, for almost every \( (x, t) \in \mathcal{X}^+ \),
\[
f(x, t) = \sum_{k \in \mathbb{Z}} f(x, t) \chi_{T_{1-\eta}(O^*_k) \setminus T_{1-\eta}(O^*_k+1)}(x, t)
= \sum_{k \in \mathbb{Z}} \sum_{j \in I_k} f(x, t) \phi_{k,j}(x, t) \chi_{T_{1-\eta}(O^*_k) \setminus T_{1-\eta}(O^*_k+1)}(x, t).
\]
For any \( k \in \mathbb{Z} \) and \( j \in I_k \), let
\[
(2.23) \quad a_{k,j} := 2^{-k} \left\| \chi_{B_{k,j}} \right\|_{L^p(\mathcal{X})}^{-1} \int_{E} f \phi_{k,j} \chi_{T_{1-\eta}(O^*_k) \setminus T_{1-\eta}(O^*_k+1)}(x, t) \, dt
= \sum_{j \in I_k} \lambda_{k,j} \cdot
(2.24) \quad \lambda_{k,j} := 2^{k} \left\| \chi_{B_{k,j}} \right\|_{L^p(\mathcal{X})}^{-1}.
\]
Then we have \( f = \sum_{k \in \mathbb{Z}} \sum_{j \in I_k} \lambda_{k,j} a_{k,j} \). By an argument similar to that used in the proof of [51, (2.4)] and Lemma 2.12, we conclude that, for any \( k \in \mathbb{Z} \) and \( j \in I_k \), \( \text{supp} \ a_{k,j} \subset T(C(\eta)B_{k,j}) \), where \( C(\eta) = 2 + \frac{12}{1-\eta} \), and \( a_{k,j} \) is a uniform harmless positive
constant multiple of a \((p(\cdot), \infty)\)-atom. Moreover, by an argument similar to that used in the proof of [67, Theorem 2.16], we find that
\[
A \left( \{ \lambda_{k,j} \} k \in \mathbb{Z}, j \in I_k, \{ C_{(\eta)} B_{k,j} \} k \in \mathbb{Z}, j \in I_k \right) \lesssim \| f \|_{T^p(\mathcal{X}^+)},”
\]
where the implicit positive constant depends on \(\eta\) and \(\gamma\).

Next, we prove the reverse inequality. Indeed, by the fact that \(a_{k,j}\) is a \((p(\cdot), \infty)\)-atom associated with the ball \(C_{(\eta)} B_{k,j}\) for any \(k \in \mathbb{Z}\) and \(j \in I_k\), we know that \(\text{supp} \ A(a_{k,j}) \subset C_{(\eta)} B_{k,j}\) and, for any \(q \in (1, \infty)\),
\[
\| A(a_{k,j}) \|_{L^q(\mathcal{X})} \lesssim \left[ \mu(C_{(\eta)} B_{k,j}) \right]^{1/q} \| \chi_{C_{(\eta)} B_{k,j}} \|_{L^p(\mathcal{X})}^{-1}.
\]
From this, the fact that \(p_- \in (0, 1]\) and Lemma 2.4, it follows that
\[
\| f \|_{T^p(\mathcal{X}^+)} = \| A(f) \|_{L^p(\mathcal{X})} \leq \left\| \sum_{k \in \mathbb{Z}, j \in I_k} |\lambda_{k,j}| A(a_{k,j}) \right\|_{L^p(\mathcal{X})} \leq \left\| \left\{ \sum_{k \in \mathbb{Z}, j \in I_k} |\lambda_{k,j}| A(a_{k,j}) \right\}^{p_-} \right\|_{L^p(\mathcal{X})} \leq \left\{ \sum_{k \in \mathbb{Z}, j \in I_k} \left[ \frac{|\lambda_{k,j}|}{\| \chi_{C_{(\eta)} B_{k,j}} \|_{L^p(\mathcal{X})}} \right] \right\}^{p_-} \approx A \left( \{ \lambda_{k,j} \}, \{ C_{(\eta)} B_{k,j} \} \right).
\]

To complete the proof of Proposition 2.13, it remains to show that, if \(f \in T^p(\mathcal{X}^+) \cap T^2(\mathcal{X}^+)\), then the series
\[
f = \sum_{k \in \mathbb{Z}, j \in I_k} \lambda_{k,j} a_{k,j}
\]
converges in both \(T^p(\mathcal{X}^+)\) and \(T^2(\mathcal{X}^+)\). Indeed, if \(f \in T^p(\mathcal{X}^+)\), by an argument similar to that used in (2.26), we find that, for any \(N \in \mathbb{N}\),
\[
\left\| A \left( f - \sum_{|k|+|j| \leq N} \lambda_{k,j} a_{k,j} \right) \right\|_{L^p(\mathcal{X})} \lesssim \left\{ \sum_{|k|+|j| > N} \left[ \frac{|\lambda_{k,j}|}{\| \chi_{C_{(\eta)} B_{k,j}} \|_{L^p(\mathcal{X})}} \right] \right\}^{p_-} \approx \left\{ \sum_{|k|+|j| > N} \left[ \frac{|\lambda_{k,j}|}{\| \chi_{C_{(\eta)} B_{k,j}} \|_{L^p(\mathcal{X})}} \right] \right\}^{p_-} = 0.
\]
Hence, (2.27) converges in \(T^p(\mathcal{X}^+)\).
If \( f \in T^2(\mathcal{X}^+) \), by the Fubini theorem and (2.3), we obtain
\[
\left\| A \left( f - \sum_{|k|+|j| \leq N} \lambda_{k,j} a_{k,j} \right) \right\|_{L^2(\mathcal{X})} \leq \int_{\mathcal{X}} \int_{0}^{\infty} \int_{B(x,t)} \left| \sum_{|k|+|j| > N} \lambda_{k,j} a_{k,j}(y, t) \right| \frac{d\mu(y) \, dt}{V(x, t) \, t} \, d\mu(x)
\]
(2.28)
\[
\leq \int_{0}^{\infty} \int_{\mathcal{X}} \sum_{|k|+|j| > N} \left| \lambda_{k,j} a_{k,j}(y, t) \right|^2 \frac{d\mu(y) \, dt}{t}.
\]
On the other hand, from Lemma 2.14(iii), (2.23) and (2.24), we deduce that, for almost every \((y, t) \in \mathcal{X}^+\),
\[
\sum_{k \in \mathbb{Z}} \sum_{j \in I_k} \left| \lambda_{k,j} a_{k,j}(y, t) \right| \lesssim |f(y, t)|.
\]
This, combined with (2.28) and the Lebesgue dominated convergence theorem, further implies that
\[
\lim_{N \to \infty} \left\| A \left( f - \sum_{|k|+|j| \leq N} \lambda_{k,j} a_{k,j} \right) \right\|_{L^2(\mathcal{X})} \leq \int_{0}^{\infty} \int_{\mathcal{X}} \lim_{N \to \infty} \sum_{|k|+|j| > N} \left| \lambda_{k,j} a_{k,j}(y, t) \right|^2 \frac{d\mu(y) \, dt}{t} = 0.
\]
Therefore, (2.27) converges in \( T^2(\mathcal{X}^+) \). This finishes the proof of Proposition 2.13.

3. Molecular characterization of \( H^{p(\cdot)}_{L^M}(\mathcal{X}) \)

In this section, we establish the molecular characterization of \( H^{p(\cdot)}_{L^M}(\mathcal{X}) \). We begin with recalling some notions.

**Definition 3.1.** Let \( L \) satisfy Assumptions 2.6 and 2.7 and \( p(\cdot) \in \mathcal{P}(\mathcal{X}) \) with \( p_+ \in (0, 1] \). Assume \( M \in \mathbb{N} \) and \( \varepsilon \in (0, \infty) \). A function \( m \in L^2(\mathcal{X}) \) is called a \((p(\cdot), M, \varepsilon)\)-molecule if \( m \in \mathcal{R}(L^M) \) (the range of \( L^M \)) and there exists a ball \( B := B(x_B, r_B) \subset \mathcal{X} \) with \( x_B \in \mathcal{X} \) and \( r_B \in (0, \infty) \) such that, for any \( k \in \{0, \ldots, M\} \) and \( j \in \mathbb{Z}_+ \),
\[
\| (r_B^{-2} L^{-1})^k(m) \|_{L^2(U_j(B))} \leq 2^{-j\varepsilon} \| \mu(2^j B) \|^{1/2} \| \chi_B \|_{L^p(\mathcal{X})}^{-1}.
\]

**Definition 3.2.** Let \( L \) satisfy Assumptions 2.6 and 2.7 and \( p(\cdot) \in \mathcal{P}(\mathcal{X}) \) with \( p_+ \in (0, 1] \). Assume \( M \in \mathbb{N} \) and \( \varepsilon \in (0, \infty) \). For a measurable function \( f \) on \( \mathcal{X} \), \( f = \sum_{j=1}^{\infty} \lambda_j m_j \) is called a molecular \((p(\cdot), M, \varepsilon)\)-representation of \( f \) if \( \{m_j\}_{j \in \mathbb{N}} \) is a family of \((p(\cdot), M, \varepsilon)\)-molecules, the summation converges in \( L^2(\mathcal{X}) \) and \( \{\lambda_j\}_{j \in \mathbb{N}} \subset \mathbb{C} \) satisfies that \( \mathcal{A}(\{\lambda_j\}_{j \in \mathbb{N}}, \{B_j\}_{j \in \mathbb{N}}) < \infty \), where, for any \( j \in \mathbb{N} \), \( B_j \) is the ball associated with \( m_j \). Let
\[
H^{p(\cdot), \varepsilon}_{L^M}(\mathcal{X}) := \{ f : f \text{ has a molecular } (p(\cdot), M, \varepsilon)\text{-representation} \}.
\]
Then the variable molecular Hardy space $H^{p(\cdot),\varepsilon}_{L,M}(\mathcal{X})$ is defined to be the completion of $H^{p(\cdot),\varepsilon}_{L,M}(\mathcal{X})$ with respect to the quasi-norm

$$
\|f\|_{H^{p(\cdot),\varepsilon}_{L,M}(\mathcal{X})} := \inf \left\{ A(\{\lambda_j\}_{j \in \mathbb{N}}, \{B_j\}_{j \in \mathbb{N}}) : f = \sum_{j=1}^{\infty} \lambda_j m_j \text{ is a molecular } (p(\cdot), M, \varepsilon)\text{-representation} \right\},
$$

where $A(\{\lambda_j\}_{j \in \mathbb{N}}, \{B_j\}_{j \in \mathbb{N}})$ is as in (2.19) and the infimum is taken over all the molecular $(p(\cdot), M, \varepsilon)$-representations of $f$ as above.

The following theorem establishes the molecular characterization of $H^{p(\cdot)}_{L}(\mathcal{X})$.

**Theorem 3.3.** Let $L$ satisfy Assumptions 2.6 and 2.7 and $p(\cdot) \in C^{\log}(\mathcal{X})$ with $p_+ \in (0, 1]$. Assume $M \in \mathbb{N} \cap \left(\frac{D}{2}(\frac{1}{p_+} - \frac{1}{2}), \infty\right)$ and $\varepsilon \in \left(\frac{D}{p_+}, \infty\right)$. Then $H^{p(\cdot),\varepsilon}_{L}(\mathcal{X})$ and $H^{p(\cdot)}_{L}(\mathcal{X})$ coincide with equivalent quasi-norms.

**Remark 3.4.** (i) If $(\mathcal{X}, d, \mu) := (\mathbb{R}^n, |\cdot|, dx)$ is the classical Euclidean space, Theorem 3.3 is just [60, Theorem 3.14] and the ranges of $M$ and $\varepsilon$ coincide with those of [60, Theorem 3.14], respectively.

(ii) If $p(\cdot) \equiv p \in (0, 1]$ is a constant exponent, from Theorem 3.3, we deduce that, for any given $M \in \mathbb{N} \cap \left(\frac{D}{2}(\frac{1}{p} - \frac{1}{2}), \infty\right)$ and $\varepsilon \in \left(\frac{D}{p}, \infty\right)$, $H^{p(\cdot),\varepsilon}_{L,M}(\mathcal{X})$ and $H^{p(\cdot)}_{L}(\mathcal{X})$ coincide with equivalent quasi-norms. This is just [24, Theorem 3.15] and the ranges of $M$ and $\varepsilon$ coincide with those of [24, Theorem 3.15], respectively.

(iii) Let $p(\cdot) \in \mathcal{P}(\mathcal{X})$ with $p_+ \in (0, 1]$. Define $H^{p(\cdot),\varepsilon}_{L,\text{fin},M}(\mathcal{X})$ as the space of all finite linear combinations of $(p(\cdot), M, \varepsilon)_{L}$-molecules. Then, by Theorem 3.3 and an argument similar to that used in the proof of [60, Proposition 3.13], we know that, if $M \in \mathbb{N} \cap \left(\frac{D}{2}(\frac{1}{p_+} - \frac{1}{2}), \infty\right)$ and $\varepsilon \in \left(\frac{D}{p_+}, \infty\right)$, then $H^{p(\cdot),\varepsilon}_{L,\text{fin},M}(\mathcal{X})$ is dense in $H^{p(\cdot)}_{L}(\mathcal{X})$ with respect to the quasi-norm $\| \cdot \|_{H^{p(\cdot)}_{L}(\mathcal{X})}$.

To prove Theorem 3.3, we first show that $H^{p(\cdot),\varepsilon}_{L,M}(\mathcal{X}) \subseteq [H^{p(\cdot)}_{L}(\mathcal{X}) \cap L^{2}(\mathcal{X})]$. Then, by Definition 3.2, we know that there exist $\{\lambda_j\}_{j \in \mathbb{N}} \subseteq \mathbb{C}$ and a family $\{m_j\}_{j \in \mathbb{N}}$ of $(p(\cdot), M, \varepsilon)_{L}$-molecules, associated with balls $\{B_j\}_{j \in \mathbb{N}}$ of $\mathcal{X}$, such that

$$
f = \sum_{j=1}^{\infty} \lambda_j m_j \quad \text{in } L^{2}(\mathcal{X})
$$

and

$$
\|f\|_{H^{p(\cdot),\varepsilon}_{L,M}(\mathcal{X})} \sim A(\{\lambda_j\}_{j \in \mathbb{N}}, \{B_j\}_{j \in \mathbb{N}}),
$$

using (3.2) and (3.3).
where $\mathcal{A}(\{\lambda_j\}_{j\in \mathbb{N}}, \{B_j\}_{j\in \mathbb{N}})$ is as in (2.19). By (3.2) and (2.16), we find that

$$\lim_{N \to \infty} \left\| S_L(f) - S_L \left( \sum_{j=1}^{N} \lambda_j m_j \right) \right\|_{L^2(X)} = 0,$$

which implies that there exists a subsequence of $\{S_L(\sum_{j=1}^{N} \lambda_j m_j)\}_{N \in \mathbb{N}}$, without loss of generality, we may use the same notation as the original sequence such that, for almost every $x \in \mathcal{X}$,

$$S_L(f)(x) = \lim_{N \to \infty} S_L \left( \sum_{j=1}^{N} \lambda_j m_j \right)(x).$$

Hence, for almost every $x \in \mathcal{X}$, it holds true that

$$S_L(f)(x) \leq \sum_{j=1}^{\infty} |\lambda_j| S_L(m_j)(x) = \sum_{j=1}^{\infty} \sum_{i=0}^{\infty} |\lambda_j| S_L(m_j)(x) \chi_{U_i(B_j)}(x).$$

From this, Remark 2.1 and the fact that $p_- \in (0, 1]$, it follows that

$$\|S_L(f)\|_{L^{p_-}(\mathcal{X})}^{p_-} = \|[S_L(f)]^{p_-}\|_{L^{p_-}(\mathcal{X})}^{p_-} \leq \sum_{i=0}^{\infty} \left\| \sum_{j=1}^{\infty} |\lambda_j|^{p_-} [S_L(m_j) \chi_{U_i(B_j)}]^{p_-} \right\|_{L^{p_-}(\mathcal{X})}^{p_-} = \sum_{i=0}^{\infty} \left\| \left\{ \sum_{j=1}^{\infty} |\lambda_j|^{p_-} [S_L(m_j) \chi_{U_i(B_j)}]^{p_-} \right\} \right\|_{L^{p_-}(\mathcal{X})}^{p_-}.$$  

(3.4)

To prove Proposition 3.5, we only need to show that there exist positive constants $C$ and $\theta \in (D(\frac{1}{p_-} - \frac{1}{2}), \infty)$ such that, for any $(p(\cdot), M, \varepsilon)_L$-molecule $m$, associated with a ball $B := B(x_B, r_B)$ for some $x_B \in \mathcal{X}$ and $r_B \in (0, \infty)$, and $i \in \mathbb{Z}_+$,

$$\|S_L(m)\|_{L^2(U_i(B))} \leq C 2^{-i \theta} \|\mu(B)\|_{L^{p(\cdot)}(\mathcal{X})}^{1/2} \|\chi_B\|_{L^{p(\cdot)}(\mathcal{X})}.$$  

(3.5)

Indeed, if (3.5) holds true, we then find that, for any $i \in \mathbb{Z}_+$ and $j \in \mathbb{N}$,

$$\|2^{i \theta} \|\chi_{B_j}\|_{L^{p(\cdot)}(\mathcal{X})} S_L(m_j) \chi_{U_i(B_j)}\|_{L^2(\mathcal{X})} \lesssim \|\mu(B_j)\|_{L^{p(\cdot)}(\mathcal{X})}^{1/2}.$$  

By this and Lemma 2.4, we know that

$$\left\| \left\{ \sum_{j=1}^{\infty} [\lambda_j|S_L(m_j)\chi_{U_i(B_j)}]^{p_-} \right\} \right\|_{L^{p(\cdot)}(\mathcal{X})}^{p_-} \lesssim 2^{iD(\frac{1}{p_-} - \frac{1}{2})} \left\{ \sum_{j=1}^{\infty} \left[ 2^{-i \theta} \|\chi_{B_j}\|_{L^{p(\cdot)}(\mathcal{X})}^{-1} |\lambda_j| \chi_{B_j} \right]^{p_-} \right\}^{\frac{1}{p_-}} \leq 2^{-i[D(\frac{1}{p_-} - \frac{1}{2})]} \mathcal{A}(\{\lambda_j\}_{j\in \mathbb{N}}, \{B_j\}_{j\in \mathbb{N}}).$$  

(3.6)
Combining (3.6), (3.4), (3.3) and the fact that \( \theta > D(\frac{1}{p_*} - \frac{1}{2}) \), we further conclude that, for any \( f \in H_{L,M}^{(\cdot), \varepsilon}(\mathcal{X}) \cap L^2(\mathcal{X}) \),

\[
\| S_L(f) \|_{L^2(\mathcal{X})} \lesssim \left\{ \sum_{i=0}^{\infty} 2^{-i[\theta-D(\frac{1}{p_*} - \frac{1}{2})]p_*} \right\}^{\frac{1}{p_*}} \mathcal{A}(\{\lambda_j\}_{j \in \mathbb{N}}, \{B_j\}_{j \in \mathbb{N}}) \lesssim \| f \|_{H_{L,M}^{(\cdot), \varepsilon}(\mathcal{X})},
\]

which is the desired result.

Next, we prove (3.5). Indeed, when \( i \in \{0, \ldots, 10\} \), by (3.1), \( \varepsilon \in (\frac{D}{p_*}, \infty) \) and the fact that \( S_L \) is bounded on \( L^2(\mathcal{X}) \) (see (2.16)), we obtain

\[
\| S_L(m) \|_{L^2(U_i(B))} \lesssim \| m \|_{L^2(\mathcal{X})} \lesssim [\mu(B)]^{1/2} \| \chi_B \|_{L^2(\mathcal{X})}^{-1},
\]

When \( i \in \mathbb{Z}_+ \cap [11, \infty) \), for any given \( \eta \in (0, 1) \), we write

\[
\| S_L(m) \|_{L^2(U_i(B))} = \left[ \int_{U_i(B)} \int_0^\infty \int_{B(x,t)} |t^2 L e^{-t^2 L}(m)(y)|^2 \frac{d\mu(y)}{V(x,t)} \frac{dt}{t} \frac{d\mu(x)}{t} \right]^{\frac{1}{2}}
\]

\[
\leq \left[ \int_{U_i(B)} \int_0^{2^n r_B} \int_{B(x,t)} |t^2 L e^{-t^2 L}(m)(y)|^2 \frac{d\mu(y)}{V(x,t)} \frac{dt}{t} \frac{d\mu(x)}{t} \right]^{\frac{1}{2}}
\]

\[
+ \left[ \int_{U_i(B)} \int_0^{2^n r_B} \int_{B(x,t)} \cdots |t^2 L e^{-t^2 L}(m)(y)|^2 \frac{d\mu(y)}{V(x,t)} \frac{dt}{t} \frac{d\mu(x)}{t} \right]^{\frac{1}{2}} =: I + II.
\]

To estimate II, by (2.16), (3.1) and the fact that \( \varepsilon \in (\frac{D}{p_*}, \infty) \), we know that

\[
II = \left[ \int_{U_i(B)} \int_0^{2^n r_B} \int_{B(x,t)} |t^2 L e^{-t^2 L}(L^{-M}(m))(y)|^2 \frac{d\mu(y)}{V(x,t)} \frac{dt}{t} \frac{d\mu(x)}{t} \right]^{\frac{1}{2}}
\]

\[
\leq \left( 2^n r_B \right)^{-2M} r_B^{2M} \| S_{L,M+1} \|_{L^2(U_i(B))}
\]

\[
\lesssim 2^{-2iM} \| \mu(B) \|_{L^2(\mathcal{X})} \lesssim 2^{-2iM} \| \mu(B) \|_{L^2(\mathcal{X})} \lesssim 2^{-2iM} \| \mu(B) \|_{L^2(\mathcal{X})}.
\]

To estimate I, for any \( i \in \mathbb{Z}_+ \cap [11, \infty) \), let

\[
S_i(B) := (2^{i+1} B) \setminus (2^{i-2} B) \quad \text{and} \quad \tilde{S}_i(B) := (2^{i+2} B) \setminus (2^{i-3} B).
\]

If \( t \in (0, 2^n r_B) \) and \( x \in U_i(B) \), then it is easy to see that \( B(x,t) \subset S_i(B) \). From this, we deduce that

\[
I \leq \left[ \int_{U_i(B)} \int_0^{2^n r_B} \int_{S_i(B)} |t^2 L e^{-t^2 L}(m\chi_{[S_i(B)]})(y)|^2 \frac{d\mu(y)}{V(x,t)} \frac{dt}{t} \frac{d\mu(x)}{t} \right]^{\frac{1}{2}}
\]

\[
+ \left[ \int_{U_i(B)} \int_0^{2^n r_B} \int_{B(x,t)} |t^2 L e^{-t^2 L}(m\chi_{\tilde{S}_i(B)})(y)|^2 \frac{d\mu(y)}{V(x,t)} \frac{dt}{t} \frac{d\mu(x)}{t} \right]^{\frac{1}{2}} =: I_1 + I_2.
\]
For $I_2$, by the boundedness of $S_L$ on $L^2(\mathcal{X})$ (see (2.16)) and (3.1), we obtain
\begin{align}
I_2 &\leq \left\| S_L \left( m\chi_{\tilde{S}_i(B)} \right) \right\|_{L^2(\mathcal{X})} \lesssim \left\| m\chi_{\tilde{S}_i(B)} \right\|_{L^2(\mathcal{X})} \lesssim 2^{-i\frac{c}{2}}\|\mu(2^iB)\|^{1/2}\|\chi_B\|_{L^{p(i)}(\mathcal{X})}^{-1} \\
&\lesssim 2^{-i(c-\frac{1}{2})}\|\mu(B)\|^{1/2}\|\chi_B\|_{L^{p(i)}(\mathcal{X})}^{-1}.
\end{align}

For $I_1$, by Remark 2.8(i), we know that \{tLe^{-tL}\}_{t \geq 0} satisfies the Davies–Gaffney estimates. From this and the fact that $\text{dist}([\tilde{S}_i(B)], S_i(B)) \sim 2^r_B$, it follows that
\begin{align}
I_1 &\lesssim \left[ \int_{U_i(B)} \int_0^{2^j r_B} e^{-\frac{(2^j r_B)^2}{4t}} \left\| m \right\|_{L^2(\mathcal{X})}^2 \frac{dt}{V(x, t)} \frac{d\mu(x)}{t} \right]^{\frac{1}{2}} \\
&\lesssim \left\| m \right\|_{L^2(\mathcal{X})} \left[ \int_{U_i(B)} \int_0^{2^j r_B} \left( \frac{t}{2^r_B} \right)^N \frac{dt}{V(x, t)} \frac{d\mu(x)}{t} \right]^{\frac{1}{2}},
\end{align}
where $c$ is a positive constant and $N \in \mathbb{N}$ is determined later. By (2.3), we find that, for any $x \in U_i(B)$,
\begin{align}
\int_0^{2^j r_B} \left( \frac{t}{2^r_B} \right)^N \frac{dt}{V(x, t)} t &= (2^j r_B)^{-N} \int_{-\infty}^j \int_0^{2^j r_B} t^{N-1} \frac{dt}{V(x, t)} \\
&\lesssim (2^j r_B)^{-N} \sum_{j=-\infty}^i (2^j r_B)^N \left[ V(x, 2^{j} r_B) \right]^{-1} \\
&\lesssim 2^{-i N} \sum_{j=-\infty}^i 2^{jN} 2^{(i-j)D} \left[ V(x, 2^{j} r_B) \right]^{-1}.
\end{align}

Moreover, by (2.2), we know that, for any $j \in \mathbb{Z}$ with $j \leq i$,
\[ \left[ V(x, B, 2^{j} r_B) \right]^{-1} \lesssim 2^{(i-j)D} \left[ V(x, B, 2^{j} r_B) \right]^{-1}. \]

From this and (3.13), we deduce that, for any $x \in U_i(B)$,
\begin{align}
\int_0^{2^j r_B} \left( \frac{t}{2^r_B} \right)^N \frac{dt}{V(x, t)} t^{\frac{1}{2}} &\lesssim 2^{-i N} \sum_{j=-\infty}^i 2^{jN} 2^{(i-j)D} \left[ V(x, B, 2^{j} r_B) \right]^{-1} \\
&\lesssim 2^{-i(N-2D)(1-\eta)} \left[ V(x, B, 2^{i} r_B) \right]^{-1}.
\end{align}

This, combined with (3.12), implies that
\begin{align}
I_1 &\lesssim 2^{-\frac{1}{2}(N-2D)(1-\eta)} \left\| m \right\|_{L^2(\mathcal{X})} \lesssim 2^{-\frac{1}{2}(N-2D)(1-\eta)} \|\mu(B)\|^{1/2}\|\chi_B\|_{L^{p(i)}(\mathcal{X})}^{-1}.
\end{align}

From this, (3.11), (3.10), (3.9) and (3.8), it follows that, for any $(p(\cdot), M, \varepsilon)_{L^\gamma}$-molecule $m$ associated with ball $B \subset \mathcal{X}$ and $i \in \mathbb{Z}_+ \cap [11, \infty)$,
\begin{align}
\left\| S_L(m) \right\|_{L^2(U_i(B))} &\lesssim 2^{-i\theta} \|\mu(B)\|^{1/2}\|\chi_B\|_{L^{p(i)}(\mathcal{X})}^{-1},
\end{align}
where
\[ \theta := \min \left\{ \frac{1}{2}(N-2D)(1-\eta), \varepsilon - \frac{D}{2}, 2M\eta \right\}. \]

By the fact that $M > \frac{D}{2}(\frac{1}{p_\gamma} - \frac{1}{2})$ and $\varepsilon \in (\frac{D}{p_\gamma}, \infty)$, we choose some $\eta \in (0, 1)$ and $N \in \mathbb{N}$ large enough such that $\theta \in (D(\frac{1}{p_\gamma} - \frac{1}{2}), \infty)$, which, together with (3.14) and (3.7), implies that (3.5) holds true. This finishes the proof of Proposition 3.5. \qed
The following proposition shows that \([H^{p(\cdot)}_L(\mathcal{X}) \cap L^2(\mathcal{X})] \subseteq H^{p(\cdot), \varepsilon}_{L,M}(\mathcal{X})\).

**Proposition 3.6.** Let \(L\) satisfy Assumptions 2.6 and 2.7 and \(p(\cdot) \in C^{\text{log}}(\mathcal{X})\) with \(p_+ \in (0, 1]\). Assume \(M \in \mathbb{N}\) and \(\varepsilon \in (0, \infty)\). Then, for any \(f \in H^{p(\cdot)}_L(\mathcal{X}) \cap L^2(\mathcal{X})\), there exist \(\{\lambda_j\}_{j \in \mathbb{N}} \subset \mathbb{C}\) and a family \(\{m_j\}_{j \in \mathbb{N}}\) of \((p(\cdot), M, \varepsilon)_L\)-molecules, associated with balls \(\{B_j\}_{j \in \mathbb{N}}\) of \(\mathcal{X}\), such that \(f = \sum_{j=1}^{\infty} \lambda_j m_j\) in \(L^2(\mathcal{X})\) and

\[
\mathcal{A}(\{\lambda_j\}_{j \in \mathbb{N}}, \{B_j\}_{j \in \mathbb{N}}) \leq C\|f\|_{H^{p(\cdot)}_L(\mathcal{X})},
\]

where \(\mathcal{A}(\{\lambda_j\}_{j \in \mathbb{N}}, \{B_j\}_{j \in \mathbb{N}})\) is as in (2.19) and the positive constant \(C\) is independent of \(f\).

**Proof.** For any \(f \in H^{p(\cdot)}_L(\mathcal{X}) \cap L^2(\mathcal{X})\) and \((x, t) \in \mathcal{X}^+\), let \(F(x, t) := t^2 L e^{-t^2 L}(f)(x)\). By [3, Theorem F], we know that \(t^2 L e^{-t^2 L}\) is bounded from \(L^2(\mathcal{X})\) to \(T^2(\mathcal{X}^+)\). This, together with \(f \in H^{p(\cdot)}_L(\mathcal{X}) \cap L^2(\mathcal{X})\), implies that \(F \in T^{p(\cdot)}(\mathcal{X}^+) \cap T^2(\mathcal{X}^+)\). Then, by Proposition 2.13, we conclude that there exist \(\{\lambda_j\}_{j \in \mathbb{N}} \subset \mathbb{C}\) and a family \(\{a_j\}_{j \in \mathbb{N}}\) of \((p(\cdot), \infty)\)-atoms, associated with balls \(\{B_j\}_{j \in \mathbb{N}}\) of \(\mathcal{X}\), such that

\[
F = \sum_{j=1}^{\infty} \lambda_j a_j \quad \text{in} \quad T^2(\mathcal{X}^+) \cap T^{p(\cdot)}(\mathcal{X}^+)
\]

and

\[
\mathcal{A}(\{\lambda_j\}_{j \in \mathbb{N}}, \{B_j\}_{j \in \mathbb{N}}) \sim \|F\|_{T^{p(\cdot)}(\mathcal{X}^+)} \sim \|f\|_{H^{p(\cdot)}_L(\mathcal{X})}.
\]

Let \(M \in \mathbb{N}\). By the \(H_\infty\)-functional calculi for \(L\), we find that

\[
f = C(M) \int_0^{\infty} (t^2 L)^{M+1} e^{-t^2 L} \left(t^2 L e^{-t^2 L}(f)\right) \frac{dt}{t} =: \pi_{M,L}(F) \quad \text{in} \quad L^2(\mathbb{R}^n),
\]

where \(C(M)\) is a positive constant such that \(C(M) \int_0^{\infty} (t^2 L)^{M+2} e^{-2t^2} \frac{dt}{t} = 1\) and the operator \(\pi_{M,L}\) is defined by setting, for any \(G \in T^2(\mathcal{X}^+)\) and \(x \in \mathcal{X}\),

\[
\pi_{M,L}(G)(x) := \int_0^{\infty} (t^2 L)^{M+1} e^{-t^2 L}(G(\cdot, t))(x) \frac{dt}{t}.
\]

By (2.16), Lemma 2.12 and an argument similar to that used in the proof of [60, Lemma 3.11], we conclude that \(\pi_{M,L}\) is bounded from \(T^2(\mathcal{X}^+)\) to \(L^2(\mathcal{X})\) and, for any \((p(\cdot), \infty)\)-atom \(a\) associated with ball \(B \subset \mathcal{X}\), \(\pi_{M,L}(a)\) is a harmless positive constant multiple of a \((p(\cdot), M, \varepsilon)_L\)-molecule associated with \(B\). By this, (3.17) and (3.15), we know that

\[
f = C(M) \pi_{M,L} \left(\sum_{j=1}^{\infty} \lambda_j a_j\right) = C(M) \sum_{j=1}^{\infty} \lambda_j \pi_{M,L}(a_j) \quad \text{in} \quad L^2(\mathcal{X}),
\]

which is a \((p(\cdot), M, \varepsilon)\)-molecular representation of \(f\). This, together with (3.16), then finishes the proof of Proposition 3.6. \(\square\)

Using Propositions 3.5 and 3.6, we can now prove Theorem 3.3.

**Proof of Theorem 3.3.** To prove this theorem, by a density argument, we only need to show that, if \(M \in \mathbb{N} \cap (\frac{p}{\varepsilon} - \frac{1}{2}, \infty)\) and \(\varepsilon \in (\frac{p}{p_+}, \infty)\), then

\[
H^{p(\cdot), \varepsilon}_{L,M}(\mathcal{X}) = \left[H^{p(\cdot)}_L(\mathcal{X}) \cap L^2(\mathcal{X})\right]
\]

with equivalent quasi-norms.
Indeed, by Proposition 3.5, we find that $H_{L,M}^{p(\cdot),\varepsilon}(\mathcal{X}) \subset \mathcal{H}^{p(\cdot)}_L(\mathcal{X}) \cap L^2(\mathcal{X})$ and, for any $f \in H_{L,M}^{p(\cdot),\varepsilon}(\mathcal{X})$,

$$
\|f\|_{H_{L,M}^{p(\cdot),\varepsilon}(\mathcal{X})} \lesssim \|f\|_{\mathcal{H}^{p(\cdot)}_L(\mathcal{X})}.
$$

On the other hand, from Proposition 3.6, we deduce that $[H^{p(\cdot)}_L(\mathcal{X}) \cap L^2(\mathcal{X})] \subset H_{L,M}^{p(\cdot),\varepsilon}(\mathcal{X})$ and, for any $f \in [H^{p(\cdot)}_L(\mathcal{X}) \cap L^2(\mathcal{X})]$,

$$
\|f\|_{H_{L,M}^{p(\cdot),\varepsilon}(\mathcal{X})} \lesssim \|f\|_{H^{p(\cdot)}_L(\mathcal{X})}.
$$

This, together with (3.18), then finishes the proof of Theorem 3.3. \hfill \Box

4. Dual space of $H^{p(\cdot)}_L(\mathcal{X})$

Let $L$ satisfy Assumptions 2.6 and 2.7. In this section, we show that the dual space of $H^{p(\cdot)}_L(\mathcal{X})$ is just the BMO-type space $\text{BMO}^M_{p(\cdot), L^{\ast}}(\mathcal{X})$. Here and hereafter, we denote by $L^{\ast}$ the adjoint operator of $L$ on $L^2(\mathcal{X})$.

Let $p(\cdot) \in \mathcal{P}(\mathcal{X})$ with $p_+ \in (0, 1]$, $L$ satisfy Assumptions 2.6 and 2.7 and $x_0 \in \mathcal{X}$ be a fixed point. Then, for any $M \in \mathbb{N}$ and $\varepsilon \in (0, \infty)$, define

$$
\mathcal{M}^{\varepsilon, M}_{p(\cdot), L}(\mathcal{X}) := \left\{ \mu := L^M(\nu) : \nu \in \mathcal{D}(L^M), \|\mu\|_{\mathcal{M}^{\varepsilon, M}_{p(\cdot), L}(\mathcal{X})} < \infty \right\},
$$

where $\mathcal{D}(L^M)$ denotes the domain of $L^M$ and

$$
\|\mu\|_{\mathcal{M}^{\varepsilon, M}_{p(\cdot), L}(\mathcal{X})} := \sup_{j \in \mathbb{Z}_+} 2^{j\varepsilon} \left[ \left( V(x_0, 2^j) \right)^{\frac{1}{p}} \|X_{B(x_0, 1)}\|_{L^p(\mathcal{X})} \sum_{k=0}^M \|L^{-k}(\mu)\|_{L^2(U_j(B(x_0, 1)))} \right].
$$

Let

$$
\mathcal{M}^{M, \ast}_{p(\cdot), L}(\mathcal{X}) := \bigcap_{\varepsilon \in (0, \infty)} \left( \mathcal{M}^{\varepsilon, M}_{p(\cdot), L}(\mathcal{X}) \right)^{\ast}.
$$

Here and hereafter, $(\mathcal{M}^{\varepsilon, M}_{p(\cdot), L}(\mathcal{X}))^{\ast}$ denotes the dual space of $\mathcal{M}^{\varepsilon, M}_{p(\cdot), L}(\mathcal{X})$, namely, the set of all bounded linear functionals on $\mathcal{M}^{\varepsilon, M}_{p(\cdot), L}(\mathcal{X})$ and, for any $f \in (\mathcal{M}^{\varepsilon, M}_{p(\cdot), L}(\mathcal{X}))^{\ast}$ and $g \in \mathcal{M}^{\varepsilon, M}_{p(\cdot), L}(\mathcal{X})$, $(f, g)_{\mathcal{M}}$ denotes the duality between $(\mathcal{M}^{\varepsilon, M}_{p(\cdot), L}(\mathcal{X}))^{\ast}$ and $\mathcal{M}^{\varepsilon, M}_{p(\cdot), L}(\mathcal{X})$.

**Remark 4.1.** Let $p(\cdot) \in C^0(\mathcal{X})$ with $p_+ \in (0, 1]$, $\varepsilon \in (0, \infty)$ and $M \in \mathbb{N}$. Observe that, if $\mu \in \mathcal{M}^{\varepsilon, M}_{p(\cdot), L}(\mathcal{X})$, then $\mu$ is a harmless positive constant multiple of a $(p(\cdot), M, \varepsilon)_L$-molecule associated with the ball $B(x_0, 1)$ for $x_0$ as in (4.1). Conversely, if $m$ is a $(p(\cdot), M, \varepsilon)_L$-molecule associated with some ball $B$ of $\mathcal{X}$, then $m \in \mathcal{M}^{\varepsilon, M}_{p(\cdot), L}(\mathcal{X})$.

**Definition 4.2.** Let $p(\cdot) \in \mathcal{P}(\mathcal{X})$ with $p_+ \in (0, 1]$, $M \in \mathbb{N}$ and $L$ satisfy Assumptions 2.6 and 2.7. An element $f \in \mathcal{M}^{M, \ast}_{p(\cdot), L}(\mathcal{X})$ is said to belong to $\text{BMO}^M_{p(\cdot), L^{\ast}}(\mathcal{X})$ if

$$
\|f\|_{\text{BMO}^M_{p(\cdot), L^{\ast}}(\mathcal{X})} := \sup_{B \subset \mathcal{X}} \frac{\|\mu(B)\|^{\frac{1}{2}}}{\|X_B\|_{L^{p(\cdot)}(\mathcal{X})}} \left[ \int_B \left| \left( I - e^{-r_B L^{\ast}} \right)^M (f)(x) \right|^2 \, d\mu(x) \right]^{\frac{1}{2}} < \infty,
$$
where the supremum is taken over all balls $B$ of $\mathcal{X}$ and $L^*$ denotes the adjoint operator of $L$ on $L^2(\mathcal{X})$.

**Remark 4.3.** (i) We point out that (4.2) is well defined. Indeed, for any $t \in (0, \infty)$, denote either $(I + t^2 L)^{-1}$ or $e^{-t^2 L}$ by $A_t L$. Then, for any $f \in \mathcal{M}_{p(\cdot), L}(\mathcal{X})$, $(I - A_t L)^{-1} (f) \in L^2_{\text{loc}}(\mathcal{X})$ in the sense of distributions (see [35, 36]). That is, for any ball $B \subset \mathcal{X}$, $\phi \in L^2(B)$, $\varepsilon \in (0, \infty)$ and $M \in \mathbb{N}$, $(I - A_t L)^{-1} (\phi) \in \mathcal{M}_{p(\cdot), L}(\mathcal{X})$ and

$$
(I - A_t L)^{-1} (f, \phi) := \left\langle f, (I - A_t L)^{-1} (\phi) \right\rangle_{M}.
$$

(ii) An element $f \in \mathcal{M}_{p(\cdot), L}(\mathbb{R}^n)$ is said to belong to $\text{BMO}_{p(\cdot), L}(\mathcal{X})$ if it satisfies (4.2) with $L^*$ replaced by $L$.

We have the following characterizations of the spaces $\text{BMO}_{p(\cdot), L}(\mathcal{X})$.

**Lemma 4.4.** Let $p(\cdot) \in C^0_{\text{log}}(\mathcal{X})$ with $p_+ \in (0, 1]$ and $M \in \mathbb{N}$. Then $f \in \text{BMO}_{p(\cdot), L}(\mathcal{X})$ if and only if $f \in \mathcal{M}_{p(\cdot), L}(\mathcal{X})$ and

$$
\|f\|_{\text{BMO}_{p(\cdot), L}(\mathcal{X})} := \sup_{B \subset \mathcal{X}} \frac{[\mu(B)]^{\frac{1}{p}}}{\|\chi_B\|_{L^p(\mathcal{X})}} \left\{ \int_B \left| (I - (I + r_B^2 L)^{-1})^M (f)(x) \right|^2 d\mu(x) \right\}^{\frac{1}{2}} < \infty,
$$

where the supremum is taken over all balls $B$ of $\mathcal{X}$. Moreover, there exists a positive constant $C$ such that, for any $f \in \text{BMO}_{p(\cdot), L}(\mathcal{X})$,

$$
C^{-1} \|f\|_{\text{BMO}_{p(\cdot), L}(\mathcal{X})} \leq \|f\|_{\text{BMO}_{p(\cdot), L}(\mathcal{X})} \leq C \|f\|_{\text{BMO}_{p(\cdot), L}(\mathcal{X})}.
$$

**Lemma 4.5.** Let $p(\cdot) \in C^0_{\text{log}}(\mathcal{X})$ with $p_+ \in (0, 1]$ and $M \in \mathbb{N}$. Then there exists a positive constant $C$ such that, for any $f \in \text{BMO}_{p(\cdot), L}(\mathcal{X})$,

$$
\sup_{B \subset \mathcal{X}} \frac{[\mu(B)]^{\frac{1}{p}}}{\|\chi_B\|_{L^p(\mathcal{X})}} \left( \int_{T(B)} \left| (t^2 L)^M e^{-t^2 L} (f)(x) \right|^2 \frac{d\mu(x) dt}{t} \right)^{\frac{1}{2}} \leq C \|f\|_{\text{BMO}_{p(\cdot), L}(\mathcal{X})},
$$

where the supremum is taken over all balls $B$ of $\mathcal{X}$ and $T(B)$ is as in (2.17) with $\alpha = 1$.

The proofs of Lemmas 4.4 and 4.5 are similar to those of [36, Lemmas 8.1 and 8.3], respectively, the details being omitted.

In this section, we also need the following dyadic cubes due to Christ [11, Theorem 11], which shows that the metric measure space $\mathcal{X}$ has a dyadic grid analogous to that of the Euclidean space.

**Lemma 4.6.** [11] There exist a family of open sets, $\{Q_{\alpha, k}\}_{\alpha \in I_k}$, of $\mathcal{X}$, where $I_k$ denotes some (possibly finite) index set depending on $k$, and constants $\delta, a_0 \in (0, 1)$ and $C \in (0, \infty)$ such that

(i) for any $k \in \mathbb{Z}$, $\mu(\mathcal{X} \setminus \bigcup_{\alpha \in I_k} Q_{\alpha, k}) = 0$;
(ii) if $i \geq k$, then either $Q_{\alpha, i} \subset Q_{\beta, k}$ or $Q_{\alpha, i} \cap Q_{\beta, k} = \emptyset$;
(iii) for any fixed $k \in \mathbb{Z}$, $\alpha \in I_k$ and $i < k$, there exists a unique $\beta \in I_i$ such that $Q_{\alpha, k} \subset Q_{\beta, i}$;
(iv) for any $k \in \mathbb{Z}$ and $\alpha \in I_k$, the diameter of $Q_{\alpha, k}$ is not bigger than $C\delta^k$;
(v) for any $k \in \mathbb{Z}$ and $\alpha \in I_k$, there exists a ball $B(z_{\alpha, k}, a_0\delta^k) \subset Q_{\alpha, k}$. 

Lemma 4.7. Let \( p(\cdot) \in C^{\log}(\mathcal{X}) \) with \( p_+ \in (0, 1] \), \( 0 < \tilde{\varepsilon} < \varepsilon < \infty \), \( M \in \mathbb{N} \) and \( \tilde{M} > M + \tilde{\varepsilon} + \frac{D}{e} \). Fix \( x_0 \in \mathcal{X} \) as in (4.1). Suppose that \( f \in \mathcal{M}^{M, *}_{p(\cdot), L^1}(\mathcal{X}) \) satisfies

\[
(4.4) \quad \int_{\mathcal{X}} \frac{||[I - (I + L^*)^{-1}]^M(f)(x)||^2}{1 + |d(x, x_0)|^{D + \tilde{\varepsilon}}} \, d\mu(x) < \infty.
\]

Then, for any \((p(\cdot), \tilde{M}, \varepsilon)_{L^1}\)-molecule \( m \), it holds true that

\[
\langle f, m \rangle_{\mathcal{M}} = C_{(M)} \int_{\mathcal{X}^+} (t^2L^*)^M e^{-t^2L^*} (f)(x) t^2 Le^{-t^2L}(m)(x) \frac{d\mu(x)}{t},
\]

where \( C_{(M)} \) is a positive constant, depending on \( M \), which satisfies

\[
C_{(M)} \int_0^{\infty} t^{M+1} e^{2\varepsilon \frac{dt}{t}} = 1.
\]

The proof of Lemma 4.7 is analogous to that of [39, Proposition 4.6], the details being omitted. The only difference is that, instead of dealing with atoms as in [39], we work on molecules by decomposing the underline space \( \mathcal{X} \) into annuli according to the ball associated with the molecule. This idea has been used in the proof of [36, Lemma 8.4].

Remark 4.8. By Lemma 4.6 and an argument similar to that used in the proof of [39, Corollary 4.3] (see also [60, Remark 4.6]), we find that, if \( \varepsilon \in \left( \frac{2D}{p_+}, \infty \right) \), then, for any \( f \in \text{BMO}^{M}_{p(\cdot), L^1}(\mathcal{X}) \), \( f \) satisfies (4.4). Indeed, let \( B := B(x_0, 1) \) with \( x_0 \) as in (4.1). Then, for any \( f \in \text{BMO}^{M}_{p(\cdot), L^1}(\mathcal{X}) \), we have

\[
J := \int_{\mathcal{X}} \frac{||[I - (I + L^*)^{-1}]^M(f)(x)||^2}{1 + |d(x, x_0)|^{D + \tilde{\varepsilon}}} \, d\mu(x)
= \sum_{j=0}^{\infty} \int_{U_j(B)} \frac{||[I - (I + L^*)^{-1}]^M(f)(x)||^2}{1 + |d(x, x_0)|^{D + \tilde{\varepsilon}}} \, d\mu(x)
\leq \sum_{j=0}^{\infty} 2^{-j(D + \tilde{\varepsilon})} \int_{U_j(B)} ||[I - (I + L^*)^{-1}]^M(f)(x)||^2 \, d\mu(x).
\]

In what follows, let all the notation be the same as in Lemma 4.6. For any \( j \in \mathbb{Z}_+ \), choose \( k_j \in \mathbb{Z} \) such that \( \tilde{C}\delta^{k_j} \leq 2^j < \tilde{C}\delta^{k_j-1} \) and let

\[
M_j := \{ \beta \in I_{k_0} : Q_{\beta, k_0} \cap B(x_0, \tilde{C}\delta^{k_j-1}) \neq \emptyset \}.
\]

Then, by this and Lemma 4.6(i), we find that, for any \( j \in \mathbb{Z}_+ \),

\[
U_j(B) \subset B(x_0, \tilde{C}\delta^{k_j-1}) \subset \bigcup_{\beta \in M_j} Q_{\beta, k_0}.
\]

Moreover, by (iv) and (v) of Lemma 4.6 and the fact that \( \tilde{C}\delta^{k_0} \leq 1 \), we know that, for any \( \beta \in M_j \), there exists some \( z_{\beta, k_0} \in Q_{\beta, k_0} \) such that

\[
B(z_{\beta, k_0}, a_0 \delta^{k_0}) \subset Q_{\beta, k_0} \subset B(z_{\beta, k_0}, \tilde{C}\delta^{k_0}) \subset B(z_{\beta, k_0}, 1).
\]
From (4.5), (4.7), (4.8) and Lemma 4.4, we deduce that

\[
J \lesssim \sum_{j=0}^{\infty} 2^{-j(D+\varepsilon)} \left\{ \sum_{\beta \in M_j} \int_{B(z_{\beta,k_0},1)} \left| \left( I - (I + L^*)^{-1} \right)^M (f) (x) \right|^2 \, d\mu(x) \right\}
\]

(4.9)

\[
\lesssim \sum_{j=0}^{\infty} 2^{-j(D+\varepsilon)} \left\{ \sum_{\beta \in M_j} \left\| \chi_{B(z_{\beta,k_0},1)} \right\|_{L^p(\chi)} \left[ V(z_{\beta,k_0}, 1) \right]^{-1} \right\} \| f \|^2_{\text{BMO}^M_{p(\cdot), L^*(\chi)}}.
\]

By (4.6), (4.8) and Lemma 4.6(iv) with \( k = k_0 \), we conclude that

\[
B(z_{\beta,k_0}, 1) \subset B(x_0, 1+1+\tilde{C}\delta^{k^2} - 1) \subset B(x_0, 3C\delta^{k^2} - 1) \subset B(x_0, 3^{-1}2^j).
\]

This, together with the fact that, for any given \( r \), \( \mathcal{X} \mathcal{B}(x_0, 3^{-1}2^j) \) \( \lesssim 2^{jD} [M(\chi B)]^{\frac{1}{p}} \) and Lemma 2.2, implies that

\[
\| \chi_{B(z_{\beta,k_0},1)} \|_{L^p(\chi)} \lesssim 2^{\frac{jD}{p}} \left\| [M(\chi B)]^{\frac{1}{p}} \right\|_{L^p(\chi)} \lesssim 2^{\frac{jD}{p}} \| \chi B \|_{L^p(\chi)}.
\]

(4.10)

On the other hand, by (2.3), we have

\[
\| V(z_{\beta,k_0}, 1) \|^{-1} \leq 2^{jD} [V(x_0, 1)]^{-1}.
\]

(4.11)

Since \( \tilde{\varepsilon} \in (\frac{2D}{p}, \infty) \), it follows that there exists \( r \in (0, p_-) \) such that \( \tilde{\varepsilon} \in (\frac{2D}{p}, \infty) \). For such an \( r \), by (4.9), (4.10) and (4.11), we find that

\[
J \lesssim \sum_{j=0}^{\infty} 2^{-j(D+\varepsilon-2\frac{2D}{p})} \| f \|^2_{\text{BMO}^M_{p(\cdot), L^*(\chi)}} \| \chi B \|^2_{L^p(\chi)} [V(x_0, 1)]^{-1}
\]

\[
\sim \| f \|^2_{\text{BMO}^M_{p(\cdot), L^*(\chi)}} \| \chi B \|^2_{L^p(\chi)} [V(x_0, 1)]^{-1} < \infty.
\]

Hence, \( f \) satisfies (4.4). This shows that the above claim holds true.

**Theorem 4.9.** Let \( p(\cdot) \in C^{\log}(\mathcal{X}) \) with \( p_+ \in (0, 1) \), \( M \in \mathbb{N} \cap (\frac{1}{2} \left( \frac{1}{p_-} - \frac{1}{2} \right), \infty) \) and \( \varepsilon \in (\frac{2D}{p_-}, \infty) \). Then \((H_{p(\cdot)}^L(\mathcal{X}))^* \) coincides with \( \text{BMO}^M_{p(\cdot), L^*(\mathcal{X})} \) in the following sense:

(i) Let \( g \in \text{BMO}^M_{p(\cdot), L^*(\mathcal{X})} \). Then, for any \( f \in H_{p(\cdot), L^*(\mathcal{X})}^L \), the linear functional \( l_g \) given by \( l_g(f) := \langle g, f \rangle_{\mathcal{M}} \) has a unique bounded extension to \( H_{p(\cdot)}^L(\mathcal{X}) \) and there exists a positive constant \( C \) such that, for any \( g \in \text{BMO}^M_{p(\cdot), L^*(\mathcal{X})} \),

\[
\| l_g \|_{(H_{p(\cdot)}^L(\mathcal{X}))^*} \leq C \| g \|_{\text{BMO}^M_{p(\cdot), L^*(\mathcal{X})}}.
\]

(ii) Conversely, let \( g \in (H_{p(\cdot)}^L(\mathcal{X}))^* \). Then \( g \in \text{BMO}^M_{p(\cdot), L^*(\mathcal{X})} \) and, for any \( f \in H_{p(\cdot), L^*(\mathcal{X})}^L \), it holds true that \( g(f) = \langle g, f \rangle_{\mathcal{M}} \). Moreover, there exists a positive constant \( C \) such that, for any \( g \in (H_{p(\cdot)}^L(\mathcal{X}))^* \),

\[
\| g \|_{\text{BMO}^M_{p(\cdot), L^*(\mathcal{X})}} \leq C \| g \|_{(H_{p(\cdot)}^L(\mathcal{X}))^*}.
\]

If \( p(\cdot) \equiv p \in (0, 1) \) is a constant exponent, Theorem 4.9 has been proved in [24, Theorems 3.28 and 3.29]. In particular, if \( (\mathcal{X}, d, \mu) := (\mathbb{R}^n, | \cdot |, dx) \) is the Euclidean space, Theorem 4.9 coincides with [60, Theorem 4.8].

**Proof of Theorem 4.9.** We first prove (i). Let \( g \in \text{BMO}^M_{p(\cdot), L^*(\mathcal{X})} \). By the fact that the space \( H_{p(\cdot), L^*(\mathcal{X})}^L \) is dense in \( H_{p(\cdot)}^L(\mathbb{R}^n) \) with respect to the quasi-norm \( \| \cdot \|_{H_{p(\cdot)}^L(\mathcal{X})} \) (see Remark 3.4(iii)), to show (i), it suffices to show that, for any
\( f \in H_{L, \text{fin}, M}(\mathcal{X}) \) with \( \varepsilon \in (0, \infty) \) and \( M \in \mathbf{N} \),
\begin{equation}
(4.12) \quad |\langle g, f \rangle_M| \lesssim \|g\|_{\text{BMO}_{p(\cdot)}}, \|f\|_{H_{L}^{p(\cdot)}(\mathcal{X})}.
\end{equation}

Next, we prove (4.12). For any \( f \in H_{L, \text{fin}, M}(\mathcal{X}) \), it is easy to see that \( f \in H_{L}^{p(\cdot)}(\mathcal{X}) \cap L^2(\mathcal{X}) \), namely, \( t^2 L e^{-t^2 L}(f) \) is in \( T_{p(\cdot)}(\mathcal{X}) \cap T^2(\mathcal{X}) \). By Proposition 2.13, we know that there exist \( \{\lambda_j\}_{j=1}^\infty \subset \mathbf{C} \) and a family \( \{a_j\}_{j=1}^\infty \) of \((p(\cdot), \infty)\)-atoms, associated with balls \( \{B_j\}_{j \in \mathbf{N}} \) of \( \mathcal{X} \), such that
\[
t^2 L e^{-t^2 L}(f) = \sum_{j=1}^\infty \lambda_j a_j \quad \text{in} \quad T_{p(\cdot)}(\mathcal{X}) \cap T^2(\mathcal{X})
\]
and
\[
\mathcal{A}(\{\lambda_j\}_{j \in \mathbf{N}}, \{B_j\}_{j \in \mathbf{N}}) \sim \left\| t^2 L e^{-t^2 L}(f) \right\|_{T_{p(\cdot)}(\mathcal{X})} \sim \|f\|_{H_{L}^{p(\cdot)}(\mathcal{X})}.
\]
From this, Lemma 4.7, Remark 4.8, the Hölder inequality, the fact that \( \{a_j\}_{j \in \mathbf{N}} \) are \((p(\cdot), \infty)\)-atoms, Lemma 4.5 and (2.20), we deduce that, for any \( f \in H_{L, \text{fin}, M}(\mathcal{X}) \),
\[
|\langle g, f \rangle_M| = \left| C(M) \int_{\mathcal{X}^+} (t^2 L^*)^M e^{-t^2 L^*}(g)(x) t^2 L e^{-t^2 L}(f)(x) \frac{d\mu(x)}{t} \right|
\leq \sum_{j=1}^\infty |\lambda_j| \int_{\mathcal{X}^+} \left| (t^2 L^*)^M e^{-t^2 L^*}(g)(x) \right| |a_j(x, t)| \frac{d\mu(x)}{t}
\leq \sum_{j=1}^\infty |\lambda_j| \left[ \int_{T(B_j)} \left| (t^2 L^*)^M e^{-t^2 L^*}(g)(x) \right|^2 \frac{d\mu(x)}{t} \right]^{\frac{1}{2}} \cdot \left[ \int_{T(B_j)} |a_j(x, t)|^2 \frac{d\mu(x)}{t} \right]^{\frac{1}{2}}
\leq \sum_{j=1}^\infty |\lambda_j| \|g\|_{\text{BMO}_{p(\cdot)}}, \|a_j\|_{H_{L}^{p(\cdot)}(\mathcal{X})} \|\mu(B_j)\|^{-\frac{1}{2}} \|a_j\|_{L^2(\mathcal{X})}
\leq \sum_{j=1}^\infty |\lambda_j| \|g\|_{\text{BMO}_{p(\cdot)}}, \|\mu(B_j)\|^{-\frac{1}{2}} \|a_j\|_{L^2(\mathcal{X})}
\sim \|f\|_{H_{L}^{p(\cdot)}(\mathcal{X})} \|g\|_{\text{BMO}_{p(\cdot)}},
\]
namely, (4.12) holds true. This finishes the proof of (i).

Next, we prove (ii). Let \( g \in (H_{L}^{p(\cdot)}(\mathcal{X}))^* \). Then we know that, for any \( f \in H_{L}^{p(\cdot)}(\mathcal{X}) \),
\[
|g(f)| \leq \|g\|_{(H_{L}^{p(\cdot)}(\mathcal{X}))^*} \|f\|_{H_{L}^{p(\cdot)}(\mathcal{X})}.
\]
Observing that, for any \((p(\cdot), M, \varepsilon)_L\)-molecule \( m \), \( \|m\|_{H_{L}^{p(\cdot)}(\mathcal{X})} \leq 1 \), we obtain
\begin{equation}
(4.13) \quad |g(m)| \lesssim \|g\|_{(H_{L}^{p(\cdot)}(\mathcal{X}))^*}.
\end{equation}
On the other hand, from Remark 4.1, it follows that, for any \( h \in M_{p(\cdot)}^{\varepsilon, M}(\mathcal{X}) \) with \( \|h\|_{M_{p(\cdot)}^{\varepsilon, M}(\mathcal{X})} = 1 \), \( h \) is a harmless positive constant multiple of a \((p(\cdot), M, \varepsilon)_L\)-molecule associated with the ball \( B(x_0, 1) \) for \( x_0 \) as in (4.1). Combining this and
which implies that, for any ball $B \in \mathcal{X}$, $g \in (\mathcal{M}^{\mathcal{X}}_{p(\cdot), L}(\mathcal{X}))^*$. Hence, $g \in \mathcal{M}^{M, \ast}_{p(\cdot), L}(\mathcal{X})$ and, for any $h \in \mathcal{M}^{\mathcal{X}}_{p(\cdot), L}(\mathcal{X})$,

\begin{equation}
\langle \hat{g}, \hat{h} \rangle_{\mathcal{M}} = g(h).
\end{equation}

Next, we show that

\begin{equation}
\|g\|_{\text{BMO}^M_{p(\cdot), L}(\mathcal{X})} \lesssim \|g\|_{(H^p_0(\mathcal{X}))^*}.
\end{equation}

Indeed, by Assumption 2.7, it is easy to see that, for any ball $B \subset \mathcal{X}$, $\varphi \in L^2(B)$ with $\|\varphi\|_{L^2(B)} = 1$,

\begin{equation}
\frac{[\mu(B)]^{1/2}}{\|\chi_B\|_{L^p(\mathcal{X})}} \int_B \left( I - e^{-r^2 L^*} \right)^M (g)(x) \varphi(x) \, d\mu(x)
\end{equation}

is a harmless positive constant multiple of a $(p(\cdot), M, \epsilon)_L$-molecule. From this, (4.13), (4.14) and (4.13), we deduce that, for any $\varphi \in L^2(B)$ with $\|\varphi\|_{L^2(B)} = 1$,

\begin{equation}
\left| \frac{[\mu(B)]^{1/2}}{\|\chi_B\|_{L^p(\mathcal{X})}} \int_B \left( I - e^{-r^2 L^*} \right)^M (g)(x) \varphi(x) \, d\mu(x) \right| \lesssim \|g\|_{(H^p_0(\mathcal{X}))^*},
\end{equation}

which implies that, for any ball $B \subset \mathcal{X}$,

\begin{equation}
\frac{[\mu(B)]^{1/2}}{\|\chi_B\|_{L^p(\mathcal{X})}} \left[ \int_B \left| \left( I - e^{-r^2 L^*} \right)^M (g)(x) \right|^2 \, d\mu(x) \right]^{1/2} \lesssim \|g\|_{(H^p_0(\mathcal{X}))^*}.
\end{equation}

Thus, (4.15) holds true, which completes the proof of (ii) and hence the proof of Theorem 4.9.

5. Variable Hardy spaces associated with non-negative self-adjoint operators

In this section, motivated by [55, 56], we establish the non-tangential and the radial maximal function characterizations of $H^p_0(\mathcal{X})$, when $L$ is a non-negative self-adjoint operator, on $L^2(\mathcal{X})$, having a Gaussian upper bound. Throughout this section, we always assume that $L$ is an operator satisfying the following two conditions.

Assumption 5.1. $L$ is a non-negative self-adjoint operator on $L^2(\mathcal{X})$.

Assumption 5.2. The kernel $W_t$ of $e^{-tL}$, for any $t \in (0, \infty)$ is a measurable function on $\mathcal{X} \times \mathcal{X}$ and has a Gaussian upper bound, namely, there exist positive constants $C$ and $c$ such that, for any $t \in (0, \infty)$ and $x, y \in \mathcal{X}$,

\begin{equation}
|W_t(x, y)| \leq \frac{C}{V(x, \sqrt{t})} \exp \left( -c \frac{[d(x, y)]^2}{t} \right).
\end{equation}

Remark 5.3. (i) If $L$ is a one-to-one operator satisfying Assumptions 5.1 and 5.2, then $L$ falls into the scope of operators satisfying Assumptions 2.6 and 2.7. If $L$ is an operator which only satisfies Assumptions 5.1 and 5.2, but is not one-to-one, then $L$ may not have a bounded holomorphic functional calculus on $L^2(\mathcal{X})$. However, even for such an operator, instead of bounded holomorphic functional calculus, we
We also denote the class of all infinitely differentiable functions on $\mathbb{R}$ and $\mathcal{S}'(\mathbb{R})$ by $C_\infty \subset L^2(\mathbb{R})$ and $\mathcal{S}'(\mathbb{R})$, respectively.

The holomorphic functional calculus defined as in (2.13) coincides with the above bounded Borel functional calculus when $L$ is a non-negative self-adjoint operator on $L^2(\mathcal{X})$. Indeed, if $L$ is non-negative self-adjoint on $L^2(\mathcal{X})$ and $\psi \in \Psi(S^0)$ with $\mu \in (0, \pi)$, then, by (2.13), we know that $\psi(L)$ is defined as follows:

$$\psi(L) := \int_\gamma \psi(\xi)(\xi I - L)^{-1} d\xi,$$

where $\gamma := \{re^{i\nu} : r \in (0, \infty)\} \cup \{re^{-i\nu} : r \in (0, \infty)\}$, for any given $\nu \in (0, \pi)$, is a curve consisting of two rays parameterized anti-clockwise. This, together with the fact that, for any $\xi \in \mathbb{C} \setminus (0, \infty)$, $(\xi I - L)^{-1} = \int_0^\infty (\xi - \lambda)^{-1} dE_L(\lambda)$ (see, for example, [40, p. 357]) and the Cauchy theorem, implies that

$$\psi(L) = \int_\gamma \psi(\xi)(\xi I - L)^{-1} d\xi = \int_\gamma \psi(\xi) \int_0^\infty (\xi - \lambda)^{-1} dE_L(\lambda) d\xi$$

$$= \int_0^\infty \int_\gamma \psi(\xi)(\xi - \lambda)^{-1} d\xi dE_L(\lambda) = \int_0^\infty \psi(\lambda) dE_L(\lambda).$$

Hence, (5.1) coincides with (2.13) when $L$ is a non-negative self-adjoint operator on $L^2(\mathcal{X})$.

In particular, for any $t \in (0, \infty)$, the operator $\cos(t \sqrt{L})$ is well defined on $L^2(\mathcal{X})$. It follows from [54, Theorem 2] and [14, Theorem 3.4] (see also [10, 58]) that the integral kernel $K_{\cos(t \sqrt{L})}$ of $\cos(t \sqrt{L})$ has the following finite speed propagation property for solutions of the corresponding wave equation:

$$\supp K_{\cos(t \sqrt{L})} \subset \{(x, y) \in \mathcal{X} \times \mathcal{X} : d(x, y) \leq t\}.$$

The following lemma is just [35, Lemma 3.5], whose proof is essentially based on (5.2).

**Lemma 5.5.** [35] Let $\psi \in C_c^\infty(\mathbb{R})$ be an even function with $\supp \psi \subset (-1, 1)$. Let $\Phi$ denote the Fourier transform of $\psi$. Then, for any $\kappa \in \mathbb{Z}_+$ and $t \in (0, \infty)$, the
integral kernel $K_{{(t^2L)^-\Phi(t\sqrt{\mathcal{T}})}}$ of $(t^2L)^{-\Phi(t\sqrt{\mathcal{T}})}$ satisfies
\[
\text{supp } K_{{(t^2L)^-\Phi(t\sqrt{\mathcal{T}})}} \subset \{(x, y) \in \mathcal{X} \times \mathcal{X}: d(x, y) \leq t\}.
\]

Recall that, in [56], the non-tangential maximal function $f^+_L$ and the radial maximal function $f^*_{L\text{ rad}}$ are defined, respectively, by setting, for any $f \in L^2(\mathcal{X})$ and $x \in \mathcal{X}$,
\[
f^+_L(x) := \sup_{y \in \Gamma(x)} \left| e^{-t^2L}(f)(y) \right|,
\]
where $\Gamma(x)$ is as in (1.2) with $\alpha = 1$, and
\[
f^*_{L\text{ rad}}(x) := \sup_{t \in (0, \infty)} \left| e^{-t^2L}(f)(x) \right|.
\]

Then we introduce the variable Hardy spaces associated with the non-tangential or the radial maximal function, respectively, as follows.

**Definition 5.6.** Let $p(\cdot) \in \mathcal{P}(\mathcal{X})$ with $p_+ \in (0, 1]$.

(i) The Hardy space $H_{L, \text{max}}^{p(\cdot)}(\mathcal{X})$ is defined to be the completion of the space
\[
\left\{ f \in L^2(\mathcal{X}) : \| f^+_L \|_{L^p(\cdot)(\mathcal{X})} < \infty \right\}
\]
with respect to the quasi-norm $\| f \|_{H_{L, \text{max}}^{p(\cdot)}(\mathcal{X})} := \| f^+_L \|_{L^p(\cdot)(\mathcal{X})}$.

(ii) The variable Hardy spaces $H_{L, \text{rad}}^{p(\cdot)}(\mathcal{X})$ is defined to be the completion of the space
\[
\left\{ f \in L^2(\mathcal{X}) : \| f^*_{L\text{ rad}} \|_{L^p(\cdot)(\mathcal{X})} < \infty \right\}
\]
with respect to the quasi-norm $\| f \|_{H_{L, \text{rad}}^{p(\cdot)}(\mathcal{X})} := \| f^*_{L\text{ rad}} \|_{L^p(\cdot)(\mathcal{X})}$.

The following theorem is the main result of this section, which shows that the Hardy spaces $H_{L}^{p(\cdot)}(\mathcal{X})$, $H_{L, \text{rad}}^{p(\cdot)}(\mathcal{X})$ and $H_{L, \text{max}}^{p(\cdot)}(\mathcal{X})$ coincide each other with equivalent quasi-norms.

**Theorem 5.7.** Let $p(\cdot) \in C^\log(\mathcal{X})$ with $p_- \in (0, 1]$ and $L$ be an operator satisfying Assumptions 5.1 and 5.2. Then the Hardy-type spaces $H_{L}^{p(\cdot)}(\mathcal{X})$, $H_{L, \text{rad}}^{p(\cdot)}(\mathcal{X})$ and $H_{L, \text{max}}^{p(\cdot)}(\mathcal{X})$ coincide each other with equivalent quasi-norms.

**Remark 5.8.** (i) In particular, if $(\mathcal{X}, d, \mu) := (\mathbb{R}^n, | \cdot |, dx)$ is the classical Euclidean space, Theorem 5.7 was obtained in [66].

(ii) If $p(\cdot) \equiv p \in (0, 1]$ is a constant exponent, Theorem 5.7 is just [56, Theorem 1.3].

To show Theorem 5.7, we first establish the following several propositions.

**Proposition 5.9.** Let $p(\cdot) \in C^\log(\mathcal{X})$ with $p_- \in (0, 1]$ and $L$ be an operator satisfying Assumptions 5.1 and 5.2. Then the space $H_{L, \text{rad}}^{p(\cdot)}(\mathcal{X})$ coincides $H_{L, \text{max}}^{p(\cdot)}(\mathcal{X})$ with equivalent quasi-norms.

**Proof.** Let $f \in L^2(\mathcal{X}) \cap H_{L, \text{rad}}^{p(\cdot)}(\mathcal{X})$. Then, by (5.3) and (5.4), it is easy to see that, for any $x \in \mathcal{X}$, $f^*_{L\text{ rad}}(x) \leq f^+_L(x)$. From this and a density argument, we deduce that
\[
H_{L, \text{max}}^{p(\cdot)}(\mathcal{X}) \subset H_{L, \text{rad}}^{p(\cdot)}(\mathcal{X}).
\]
Next, we establish the reverse inclusion. Let $N \in \mathbb{N}$. Define the maximal function $M_N^*$ by setting, for any $f \in L^2(\mathcal{X})$ and $x \in \mathcal{X}$,

$$M_N^*(f)(x) := \sup_{y \in \mathcal{X}, t \in (0, \infty)} \left[ 1 + \frac{d(x, y)}{t} \right]^{-N} \left| e^{-t^2L}(f)(y) \right|.$$ 

Then, for any $f \in L^2(\mathcal{X})$ and $x \in \mathcal{X}$, we obtain

$$f_L^*(x) = \sup_{(y, t) \in \Gamma(x)} \left| e^{-t^2L}(f)(y) \right|$$

$$\leq \sup_{(y, t) \in \Gamma(x)} \left[ 1 + \frac{d(x, y)}{t} \right]^{N} \left[ 1 + \frac{d(x, y)}{t} \right]^{-N} \left| e^{-t^2L}(f)(y) \right|$$

$$\leq 2^N \sup_{y \in \mathcal{X}, t \in (0, \infty)} \left( 1 + \frac{d(x, y)}{t} \right)^{-N} \left| e^{-t^2L}(f)(y) \right| = 2^N M_N^*(f)(x),$$

where $\Gamma(x)$ is as in (1.2) with $\alpha = 1$. On the other hand, by [56, (3.4)], we find that, if $\theta \in (0, 1)$ and $N\theta > 2D$, then, for any $f \in L^2(\mathcal{X})$ and almost every $x \in \mathcal{X}$,

$$M_N^*(f)(x) \lesssim \left( M \left( \left[ f_L^* \right]^\theta \right)(x) \right)^{1/\theta},$$

where $D$ is as in (2.2) and $M$ as in (2.8). Fix some $\theta \in (0, p_-)$ and $N \in \mathbb{N}$ such that $N\theta > 2D$. From (5.7), (5.6), Lemma 2.2 and Remark 2.1(iii), it follows that, for any $f \in L^2(\mathcal{X})$,

$$\|f_L^*\|_{L^{p(+)}(\mathcal{X})} \lesssim \|M_N^*(f)\|_{L^{p(+)}(\mathcal{X})} \lesssim \left\| \left( M \left( \left[ f_L^* \right]^\theta \right) \right)^{1/\theta} \right\|_{L^{p(+)}(\mathcal{X})}$$

$$\sim \left\| M \left( \left[ f_L^* \right]^\theta \right) \right\|_{L^{p(+)}(\mathcal{X})}^{1/\theta} \lesssim \|f_L^*\|_{L^{p(+)}(\mathcal{X})}.$$ 

This, combined with a density argument, implies that $H_{L,\text{rad}}^{p(+)}(\mathcal{X}) \subset H_{L,\text{max}}^{p(+)}(\mathcal{X})$. By this and (5.5), we then complete the proof of Proposition 5.9. \hfill \square

We now establish the atomic characterization of $H_{L}^{p(+)}(\mathcal{X})$ via beginning with recalling some notions.

**Definition 5.10.** Let $L$ satisfy Assumptions 5.1 and 5.2, $p(\cdot) \in \mathcal{P}(\mathcal{X})$ with $p_+ \in (0, 1]$, $M \in \mathbb{N}$. A function $a \in L^2(\mathcal{X})$ is called a $(p(\cdot), M)_L$-atom, associated with $L$, if there exist a function $b \in \mathcal{D}(L^M)$ (the domain of $L^M$) and a ball $B := B(x_B, r_B) \subset \mathcal{X}$ with $x_B \in \mathcal{X}$ and $r_B \in (0, \infty)$ such that $a = L^M(b)$ and, for any $k \in \{0, \ldots, M\}$,

(i) $\text{supp} L^k(b) \subset B$;

(ii) $\left\| (r_B^2 L^k(b))_{L^2(\mathcal{X})} \right\| \leq r_B^{2M} [\mu(B)]^{1/2} \|a\|_{L^{p(+)}(\mathcal{X})}^{-1}.$

**Definition 5.11.** Let $L$ satisfy Assumptions 5.1 and 5.2, $p(\cdot) \in \mathcal{P}(\mathcal{X})$ with $p_+ \in (0, 1]$, $M \in \mathbb{N}$. For a measurable function $f$ on $\mathcal{X}$, $f = \sum_{j=1}^{\infty} \lambda_j a_j$ is called an atomic $(p(\cdot), M)$-representation of $f$ if $\{a_j\}_{j \in \mathbb{N}}$ is a family of $(p(\cdot), M)_L$-atoms, the summation converges in $L^2(\mathcal{X})$ and $\{\lambda_j\}_{j \in \mathbb{N}} \subset \mathbb{C}$ satisfies that $A(\{\lambda_j\}_{j \in \mathbb{N}}, \{B_j\}_{j \in \mathbb{N}}) < \infty$, where, for any $j \in \mathbb{N}$, $B_j$ is the ball associated with $a_j$ and $A(\{\lambda_j\}_{j \in \mathbb{N}}, \{B_j\}_{j \in \mathbb{N}})$ is as in (2.19). Let

$$H_{L,\text{at}, M}^{p(+)}(\mathcal{X}) := \{f : f \text{ has an atomic $(p(\cdot), M)$-representation}\}.$$
Then the variable atomic Hardy space \( H_{L,\text{at},M}^{p(\cdot)}(\mathcal{X}) \) is defined to be the completion of \( H_{L,\text{at},M}^{p(\cdot)}(\mathcal{X}) \) with respect to the quasi-norm

\[
\| f \|_{H_{L,\text{at},M}^{p(\cdot)}(\mathcal{X})} := \inf \left\{ \mathcal{A}(\{\lambda_j\}_{j \in \mathbb{N}}, \{B_j\}_{j \in \mathbb{N}}) : f = \sum_{j=1}^{\infty} \lambda_j a_j \text{ is an atomic } (p(\cdot), M)\text{-representation} \right\},
\]

where \( \mathcal{A}(\{\lambda_j\}_{j \in \mathbb{N}}, \{B_j\}_{j \in \mathbb{N}}) \) is as in (2.19) and the infimum is taken over all the atomic \((p(\cdot), M)\)-representations of \( f \) as above.

The following proposition establishes the atomic characterization of \( H_{L}^{p(\cdot)}(\mathcal{X}) \).

**Proposition 5.12.** Let \( L \) satisfy Assumptions 5.1 and 5.2, and \( p(\cdot) \in C^{\log}(\mathcal{X}) \) with \( p_+ \in (0, 1] \).

(i) Assume \( M \in \mathbb{N} \). Then, for any \( f \in H_{L}^{p(\cdot)}(\mathcal{X}) \cap L^2(\mathcal{X}) \), there exist \( \{\lambda_j\}_{j \in \mathbb{N}} \subset \mathbb{C} \) and a family \( \{a_j\}_{j \in \mathbb{N}} \) of \((p(\cdot), M)\)-atoms, associated with balls \( \{B_j\}_{j \in \mathbb{N}} \) of \( \mathcal{X} \), such that \( f = \sum_{j=1}^{\infty} \lambda_j a_j \) in \( L^2(\mathcal{X}) \) and

\[
\mathcal{A}(\{\lambda_j\}_{j \in \mathbb{N}}, \{B_j\}_{j \in \mathbb{N}}) \leq C \| f \|_{H_{L}^{p(\cdot)}(\mathcal{X})},
\]

where the positive constant \( C \) is independent of \( f \).

(ii) Assume \( M \in \left( \frac{1}{2}(\frac{1}{p_-} - \frac{1}{2}), \infty \right) \). Then there exists a positive constant \( C \) such that, for any \( f \in H_{L,\text{at},M}^{p(\cdot)}(\mathcal{X}) \),

\[
\| f \|_{H_{L,\text{at},M}^{p(\cdot)}(\mathcal{X})} \leq C \| f \|_{H_{L,\text{at},M}^{p(\cdot)}(\mathcal{X})}.
\]

To prove Proposition 5.12, we need some preliminary. Take a positive function \( \phi \in C^\infty_c(\mathbb{R}) \) with supp \( \phi \in (-1, 1) \). Let \( \Phi \) be the Fourier transform of \( \psi \). For any \( M \in \mathbb{Z}_+ \) and \( x \in \mathbb{R} \), let \( \Psi(x) := x^{2(M+1)} \hat{\Phi}(x) \) and consider the operator \( \pi_{\Psi,L} \), which is defined by setting, for any \( F \in T^2(\mathcal{X}^+) \) and \( x \in \mathcal{X} \),

\[
(5.8) \quad \pi_{\Psi,L}(F)(x) := \int_0^\infty \Psi(t\sqrt{L})(F(\cdot, t))(x) \frac{dt}{t}.
\]

The operator \( \pi_{\Psi,L} \) is bounded from \( T^2(\mathcal{X}^+) \) to \( L^2(\mathcal{X}) \). Indeed, let \( F \in T^2(\mathcal{X}^+) \). Then, by the fact that \( L \) is self-adjoint, Lemma 2.12 and [3, Theorem F], we find that, for any \( g \in L^2(\mathcal{X}) \) with \( \|g\|_{L^2(\mathcal{X})} = 1 \),

\[
\left| \int_{\mathcal{X}} \pi_{\Psi,L}(F)(x) \overline{g(x)} \, d\mu(x) \right| = \left| \int_0^\infty \int_{\mathcal{X}} F(x, t) \Psi(t\sqrt{L})(g)(x) \, d\mu(x) \, \frac{dt}{t} \right|
\leq \| F \|_{T^2(\mathcal{X}^+)} \left\| \Psi(t\sqrt{L})(g) \right\|_{T^2(\mathcal{X}^+)}
\leq \| F \|_{T^2(\mathcal{X}^+)} \left[ \int_0^\infty \left\| \Psi(t\sqrt{L})(g) \right\|_{L^2(\mathcal{X})}^2 \, \frac{dt}{t} \right]^{1/2}
\leq \| F \|_{T^2(\mathcal{X}^+)} \| g \|_{L^2(\mathcal{X})} \leq \| F \|_{T^2(\mathcal{X}^+)},
\]

which further implies that \( \pi_{\Psi,L} \) is bounded from \( T^2(\mathcal{X}^+) \) to \( L^2(\mathcal{X}) \).

The following lemma plays a key role in the proof of Proposition 5.12.

**Lemma 5.13.** Let \( p(\cdot) \in P(\mathcal{X}) \) and \( L \) satisfy Assumptions 5.1 and 5.2. Assume that \( A \) is a \((p(\cdot), \infty)\)-atom associated with a ball \( B \subset \mathcal{X} \). Then, for any \( M \in \mathbb{N} \),
there exists a positive constant $C_{(M)}$, independent of $A$, such that $C_{(M)}\pi_{\mathcal{F}, L}(A)$ is a $(p(\cdot), M)_{\mathcal{L}}$-atom associated with $2B$.

Proof. Let $A$ be a $(p(\cdot), \infty)$-atom associated with a ball $B := B(x_B, r_B)$ for some $x_B \in \mathcal{X}$ and $r_B \in (0, \infty)$. Define

\begin{equation}
(5.9) \quad a := \pi_{\mathcal{F}, L}(A) \quad \text{and} \quad b := \int_0^\infty t^{2(M+1)}L\Phi(t\sqrt{L})(A(\cdot, t))(x) \frac{dt}{t},
\end{equation}

where $\pi_{\mathcal{F}, L}$ is as in (5.8). Then we obtain $a = L^M(b)$. Moreover, by Lemma 5.5 and the fact that $\text{supp} A \subset T(B)$, we know that, for any $k \in \{0, \ldots, M\}$,

\begin{equation}
(5.10) \quad \text{supp} L^k(b) \subset 2B.
\end{equation}

On the other hand, when $k \in \{0, \ldots, M\}$, by (5.9), (5.8) and the fact that $L$ is self-adjoint, we find that, for any $g \in L^2(\mathcal{X})$,

\begin{equation}
\begin{aligned}
&\int_{\mathcal{X}} (r_B^2 L)^k(b)(x)g(x) \, d\mu(x) \\
&= \int_{\mathcal{X}} \int_0^\infty r_B^{2k}t^{2(M+1)}L^{k+1}\Phi(t\sqrt{L})(A(\cdot, t))(x)g(x) \frac{dt}{t} \, d\mu(x) \\
&= \int_0^\infty \int_{\mathcal{X}} r_B^{2k}t^{2(M+1)}A(x, t)L^{k+1}\Phi(t\sqrt{L})(g) \, d\mu(x) \frac{dt}{t}.
\end{aligned}
\end{equation}

From this, the fact that $\text{supp} A \subset T(B)$, Lemma 2.12 and (2.18), we deduce that, for any $k \in \{0, \ldots, M\}$ and $g \in L^2(\mathcal{X})$ with $\|g\|_{L^2(\mathcal{X})} = 1$,

\begin{equation}
\begin{aligned}
&\left| \int_{\mathcal{X}} (r_B^2 L)^k(b)(x)g(x) \, d\mu(x) \right| \\
&\leq r_B^{2M} \int_{T(B)} |A(x, t)| \left( t^2 L \right)^{k+1}\Phi(t\sqrt{L})(g) \, d\mu(x) \frac{dt}{t} \\
&\leq r_B^{2M} \|A\|_{T^2(\mathcal{X}^+)} \left( t^2 L \right)^{k+1}\Phi(t\sqrt{L})(g) \|A\|_{T^2(\mathcal{X}^+)} \\
&= r_B^{2M} \|A\|_{T^2(\mathcal{X}^+)} \|g\|_{L^2(\mathcal{X})} \lesssim r_B^{2M} \|\mu(B)\|^{\frac{1}{2}} \chi_B \|\mu(B)\|^{\frac{1}{2}} \chi_B \|_{L^p(\mathcal{X})},
\end{aligned}
\end{equation}

which further implies that

\begin{equation}
\| (r_B^2 L)^k(b) \|_{L^2(\mathcal{X})} \lesssim r_B^{2M} \|\mu(B)\|^{\frac{1}{2}} \chi_B \|_{L^p(\mathcal{X})}. 
\end{equation}

Combining this and (5.10), we then complete the proof of Lemma 5.13. \qed

Using Lemma 5.13, we now show Proposition 5.12.

Proof of Proposition 5.12. We first prove (i). For any $f \in H^p_L(\mathcal{X}) \cap L^2(\mathcal{X})$ and $(x, t) \in \mathcal{X}^+$, let $F(x, t) := t^2 Le^{-L}(f)(x)$. By [3, Theorem F], we know that $t^2 Le^{-L}$ is bounded from $L^2(\mathcal{X})$ to $T^2(\mathcal{X}^+)$. This, together with $f \in H^p_L(\mathcal{X}) \cap L^2(\mathcal{X})$, implies that $F \in T^p(\mathcal{X}^+) \cap T^2(\mathcal{X}^+)$. Then, by Proposition 2.13, we further conclude that there exist $\{\lambda_j\}_{j \in \mathbb{N}} \subset \mathcal{C}$ and a family $\{a_j\}_{j \in \mathbb{N}}$ of $(p(\cdot), \infty)$-atoms, associated with balls $\{B_j\}_{j \in \mathbb{N}}$ of $\mathcal{X}$, such that

\begin{equation}
(5.11) \quad F = \sum_{j=1}^\infty \lambda_j a_j \quad \text{in} \quad T^2(\mathcal{X}^+) \cap T^p(\mathcal{X}^+)
\end{equation}

and

\begin{equation}
(5.12) \quad \mathcal{A}(\{\lambda_j\}_{j \in \mathbb{N}}, \{B_j\}_{j \in \mathbb{N}}) \sim \|F\|_{T^p(\mathcal{X}^+)} \sim \|f\|_{H^p_L(\mathcal{X})}.
\end{equation}
where $A(\{\lambda_j\}_{j \in \mathbb{N}}, \{B_j\}_{j \in \mathbb{N}})$ is as in (2.19).

Let $M \in \mathbb{N}$ and $\pi_{\Phi, L}$ be as in (5.8). By the bounded holomorphic functional calculi for $L$, we find that

$$f = C(M) \int_0^\infty (t^2 L)^{M+1} \Phi(t \sqrt{L}) \left( t^2 L e^{-t^2 L} (f) \right) \frac{dt}{t} = C(M) \pi_{\Phi, L} (F) \quad \text{in } L^2(\mathbb{R}^n),$$

where $C(M)$ is a positive constant such that $C(M) \int_0^\infty t^{2(M+2)} \Phi(t) e^{-t^2} \frac{dt}{t} = 1$. From the fact that $\pi_{\Phi, L}$ is bounded from $T^2(\mathcal{X}^+)$ to $L^2(\mathcal{X})$, (5.11) and (5.13), we deduce that

$$f = C(M) \pi_{M, L} \left( \sum_{j=1}^\infty \lambda_j a_j \right) = C(M) \sum_{j=1}^\infty \lambda_j \pi_{M, L} (a_j) \quad \text{in } L^2(\mathcal{X}).$$

Moreover, by Lemma 5.13, we find that $\{\pi_{M, L}(a_j)\}_{j \in \mathbb{N}}$ is a harmless positive constant multiple of a family of $(p(\cdot), M)_L$-atoms. Thus, (5.14) is an atomic $(p(\cdot), M)$-representation of $f$. This, together with (5.12), then finishes the proof of (i).

The proof of (ii) is similar to that of Proposition 3.5, the details being omitted. This finishes the proof of Proposition 5.12. \hfill \Box

**Proposition 5.14.** Let $p(\cdot) \in C^\text{log}(\mathcal{X})$ with $p_- \in (0, 1]$ and $L$ be an operator satisfying Assumptions 5.1 and 5.2. Then there exists a positive constant $C$ such that, for any $f \in H_{L}^{p(\cdot)}(\mathcal{X})$,

$$\|f\|_{H_{L, \text{max}}^p(\mathcal{X})} \leq C \|f\|_{H_{L}^{p(\cdot)}(\mathcal{X})}.$$

**Proof.** Let $f \in H_{L}^{p(\cdot)}(\mathcal{X}) \cap L^2(\mathcal{X})$. By (i) of Proposition 5.12, we know that there exist $\{\lambda_j\}_{j \in \mathbb{N}} \subset \mathbb{C}$ and a family $\{a_j\}_{j \in \mathbb{N}}$ of $(p(\cdot), M)_L$-atoms with $M \in \mathbb{N}$, associated with balls $\{B_j\}_{j \in \mathbb{N}}$ of $\mathcal{X}$, such that

$$f = \sum_{j \in \mathbb{N}} \lambda_j a_j \quad \text{in } L^2(\mathcal{X})$$

and

$$\mathcal{A}(\{\lambda_j\}_{j \in \mathbb{N}}, \{B_j\}_{j \in \mathbb{N}}) \lesssim \|f\|_{H_{L}^{p(\cdot)}(\mathcal{X})}.$$

Next, we prove that, for any $f \in H_{L}^{p(\cdot)}(\mathcal{X}) \cap L^2(\mathcal{X})$,

$$\|f\|_{H_{L, \text{max}}^p(\mathcal{X})} \lesssim \mathcal{A}(\{\lambda_j\}_{j \in \mathbb{N}}, \{B_j\}_{j \in \mathbb{N}}).$$

To this end, we first show that the non-tangential maximal function $f^*_L$ is bounded on $L^2(\mathcal{X})$. Indeed, let $f \in L^2(\mathcal{X})$. Then, by Assumption 5.2, (2.2) and (2.3), we conclude that, for any $x \in \mathcal{X}$, $t \in (0, \infty)$ and $y \in B(x, t)$,

$$\left| e^{-t^2 L}(f)(y) \right| = \left| \int_{\mathcal{X}} W_{t^2}(y, z) f(z) \, d\mu(z) \right| \leq \int_{\mathcal{X}} \frac{1}{\sqrt{V(y, t)}} e^{-\psi(y, t)^2} |f(z)| \, d\mu(z)$$

$$\leq \sum_{j=0}^\infty \int_{U_j(B(y, t))} \frac{1}{V(y, t)} e^{-\psi(y, t)^2} |f(z)| \, d\mu(z)$$

$$\lesssim \sum_{j=0}^\infty \frac{1}{V(x, t)} \int_{B(y, 2^j t)} e^{-\psi(y, t)^2} |f(z)| \, d\mu(z)$$

$$\leq \sum_{j=0}^\infty \frac{1}{V(x, t)} \int_{B(y, 2^j t)} e^{-\psi(y, t)^2} |f(z)| \, d\mu(z)$$

$$\lesssim \sum_{j=0}^\infty \frac{1}{V(x, t)} \int_{B(y, 2^j t)} e^{-\psi(y, t)^2} |f(z)| \, d\mu(z)$$

$$\lesssim \sum_{j=0}^\infty \frac{1}{V(x, t)} \int_{B(y, 2^j t)} e^{-\psi(y, t)^2} |f(z)| \, d\mu(z).$$
\[
\sum_{j=0}^{\infty} \frac{2jD e^{-4j}}{V(x, 2^{j+1}t)} \int_{B(x, 2^{j+1}t)} |f(z)| \, d\mu(z)
\]

where \(U_j(B(y, t))\) is as in (1.3) with \(B\) replaced by \(B(y, t)\). Hence, we find that, for any \(f \in L^2(\mathcal{X})\) and \(x \in \mathcal{X}\), \(f^*_L(x) \approx M(f)(x)\). By this and the fact that \(M\) is bounded on \(L^2(\mathcal{X})\), we know that \(f^*_L\) is bounded on \(L^2(\mathcal{X})\). Combining this, (5.17) and the Riesz theorem, we conclude that, for any \(f \in H^p_L(\mathcal{X}) \cap L^2(\mathcal{X})\) and almost every \(x \in \mathcal{X}\),

\[
f^*_L(x) \leq \sum_{j=1}^{\infty} |\lambda_j|(a_j)_L^*(x) \leq \sum_{j=1}^{\infty} \sum_{k=0}^{\infty} |\lambda_j|(a_j)_L^*(x) \chi_U_k(B_j)(x).
\]

Thus, we have

\[
\|f^*_L\|_{L^p(\mathcal{X})}^p \leq \left\| \left[ \sum_{k=0}^{\infty} \sum_{j=1}^{\infty} |\lambda_j|(a_j)_L^* \chi_U_k(B_j) \right]^{p-} \right\|_{L^p(\mathcal{X})}^{p-}
\]

(5.19)

\[
\leq \sum_{k=0}^{\infty} \left\{ \left[ \sum_{j=1}^{\infty} |\lambda_j|^{p-} (a_j)_L^* \chi_U_k(B_j) \right]^{p-} \right\}_{L^p(\mathcal{X})}
\]

We now claim that there exist positive constants \(C\) and \(\theta \in (D(\frac{1}{p-} - \frac{1}{2}), \infty)\) such that, for any \(k \in \mathbb{Z}_+\) and \((p(\cdot), M)_L\)-atom \(a\), associated with ball \(B := B(x_B, r_B)\) for some \(x_B \in \mathcal{X}\) and \(r_B \in (0, \infty)\),

\[
\|a^*_L\|_{L^2(U_k(B))} \leq C2^{-k \theta} \|\mu(B)\|^{\frac{1}{2}} \|\chi_B\|_{L^p(\mathcal{X})}^{-1}
\]

(5.20)

If this claim is true, then, by (5.19) and an argument similar to that used in (3.6), we obtain (5.17), which, together with (5.16), then completes the proof of Proposition 5.14.

Next, we prove the above claim (5.20). Indeed, when \(k \in \{0, 1, 2\}\), by the boundedness of \(f^*_L\) on \(L^2(\mathcal{X})\) and Definition 5.10, we obtain

\[
\|a^*_L\|_{L^2(U_k(B))} \lesssim \|a\|_{L^2(\mathcal{X})} \lesssim \|\mu(B)\|^{1/2} \|\chi_B\|_{L^p(\mathcal{X})}^{-1}
\]

When \(k \in \mathbb{N}\) and \(k \geq 3\), for any \(x \in U_k(B)\), we write

\[
a^*_L(x) = \sup_{(y, t) \in \Gamma(x)} e^{-t^2L(a)(y)}
\]

(5.21)

\[
\leq \sup_{t \in (0, c2^k \eta r_B]} \left| e^{-t^2L(a)(y)} \right| + \sup_{t \in [c2^k \eta r_B, \infty)} \left| e^{-t^2L(a)(y)} \right|
\]

\[
=: I(x) + II(x),
\]

where \(c \in (0, \infty)\) and \(\eta \in (0, 1)\) are constants which are determined later, and \(\Gamma(x)\) is as in (1.2) with \(\alpha = 1\).
We first estimate I. Observe that, for any \( k \in \mathbb{N} \cap [3, \infty) \), \( x \in U_k(B) \), \( y \in B(x, t) \) and \( z \in B \),

\[
d(y, z) \geq d(x, x_B) - d(x, y) - d(z, x_B)
\]

\[
\geq 2^{k-1} r_B - c2^{kn} r_B - r_B \geq (1 - c2^{3n-1})2^{k-2} r_B.
\]

Fix \( c \) small enough such that \( 1 - c2^{3n-1} \in (0, 1) \). Then, by Assumption 5.2 and (2.3), we find that, when \( k \in \mathbb{N} \) and \( k \geq 3 \), for any \( x \in U_k(B) \),

\[
I(x) \leq \sup_{t \in (0, 2^{kn} r_B)} \int_{\mathbb{X}} |W_I(y, z) a(z)| \, d\mu(z)
\]

\[
\lesssim \sup_{t \in (0, 2^{kn} r_B)} \int_{\mathbb{X}} \frac{1}{V(y, t)} e^{-\frac{d(y, z)^2}{2t}} |a(z)| \, d\mu(z)
\]

\[
\lesssim \sup_{t \in (0, 2^{kn} r_B)} \int_{B(x_B, r_B)} \frac{1}{V(x, t)} e^{-\frac{r_B^2}{2t^2}} |a(z)| \, d\mu(z).
\]

By (2.3) and (2.2), we know that, for any \( x \in U_k(B) \) and \( t \in (0, c2^{kn} r_B) \),

\[
\frac{1}{V(x, t)} \leq \left[ 1 + \frac{d(x, x_B)}{t} \right]^D \frac{1}{V(x_B, t)} \leq \left[ 1 + \frac{2^k r_B}{t} \right]^D \frac{1}{V(x_B, t)}
\]

\[
\leq \left( \frac{2^k r_B}{t} \right)^{2D} \frac{1}{V(x_B, 2^k r_B)} \leq \left( \frac{2^k r_B}{t} \right)^{2D} \frac{1}{V(x_B, r_B)}.
\]

This, combined with (5.22) and the Hölder inequality, implies that, for any \( x \in U_k(B) \),

\[
I(x) \lesssim \sup_{t \in (0, c2^{kn} r_B)} e^{-c2^{k-2} t^2} \left( \frac{2^k r_B}{t} \right)^{2D} \frac{1}{V(x_B, r_B)} \int_{B(x_B, r_B)} |a(z)| \, d\mu(z)
\]

\[
\lesssim e^{-c2^{k(1-n)} \mu(B)^{-1/2}} \|a\|_{L^2(\mathbb{X})} \lesssim 2^{-kN} \|\chi_B\|_{L^p(\mathbb{X})}^{-1},
\]

where \( N \in \mathbb{N} \cap \left( \frac{D}{p}, \infty \right) \) is a fixed constant. Hence,

\[
\|I\|_{L^2(U_k(B))} \lesssim 2^{-Nk} \left[ \mu(2^k B) \right]^{1/2} \|\chi_B\|_{L^p(\mathbb{X})}^{-1} \lesssim 2^{-k(N-\frac{D}{p})} \left[ \mu(B) \right]^{1/2} \|\chi_B\|_{L^p(\mathbb{X})}^{-1}.
\]

Next, we estimate II. For any \( x \in U_k(B) \), we have

\[
\Pi(x) = \sup_{t \in (0, 2^{kn} r_B \infty)} r_B^{2M t-2M} \left| (t^2 L)^M e^{-t^2 L} (r_B^{-2M} b) (y) \right|
\]

\[
\lesssim 2^{-2Mnk} \left( r_B^{-2M} b \right)_{L,M} (x),
\]

where \( b \in \mathcal{D}(L^M) \) such that \( a = L^M (b) \) and, for any \( f \in L^2(\mathbb{X}) \) and \( x \in \mathbb{X} \),

\[
f_{L,M}^*(x) := \sup_{(y, t) \in \Gamma(x)} \left| (t^2 L)^M e^{-t^2 L} (f) (y) \right|
\]

where \( \Gamma(x) \) is as in (1.2) with \( \alpha = 1 \). By this, Remark 5.3(ii) and an argument similar to that used in (5.18), we find that, for any \( x \in U_k(B) \),

\[
\Pi(x) \lesssim 2^{-2Mnk} \left[ \mu(B) \right]^{1/2} \|\chi_B\|_{L^p(\mathbb{X})}^{-1}.
\]

Thus, we obtain

\[
\|\Pi\|_{L^2(U_k(B))} \lesssim 2^{-2Mnk} \left[ \mu(B) \right]^{1/2} \|\chi_B\|_{L^p(\mathbb{X})}^{-1}.
\]
By taking some $M \in (\frac{D}{\eta} \left( \frac{1}{p_c} - \frac{1}{2} \right), \infty)$ and $\eta \in (0, 1)$, we have $2M\eta > D\left( \frac{1}{p_c} - \frac{1}{2} \right)$. Combining this, (5.23) and (5.21), we obtain (5.20), which completes the proof of Proposition 5.14. \[\square\]

Let $F$ be a measurable function on $\mathcal{X}^+$. For any $\alpha \in (0, \infty)$ and $x \in \mathcal{X}$, define

\[(5.24)\]

\[F_\alpha^* (x) := \sup_{(y,t) \in \Gamma_\alpha(x)} |F(y,t)|,\]

where $\Gamma_\alpha(x)$ is as in (1.2).

**Lemma 5.15.** Let $p(\cdot) \in C^{\log}(\mathcal{X})$ with $0 < p_- \leq p_+ < \infty$ and $0 < \alpha_2 \leq \alpha_1 < \infty$. If $\lambda \in (0, p_-)$, then there exists a positive constant $C$ such that, for any measurable function $F$ on $\mathcal{X}^+$,

\[
\|F_\alpha^*\|_{L^p(\mathcal{X})} \leq C \left( 1 + \frac{\alpha_1}{\alpha_2} \right)^{\frac{2p}{p_+ - p_-}} \|F_{\alpha_2}^*\|_{L^p(\mathcal{X})}.
\]

**Proof.** Let $0 < \alpha_2 \leq \alpha_1 < \infty$ and $\lambda \in (0, p_-)$ be as in the assumption of this lemma. By (5.24), we know that, for any $x \in \mathcal{X}$, there exists some $(y, t) \in \Gamma_{\alpha_1}(x)$ such that $F_{\alpha_1}(x) \leq 2|F(y, t)|$. From this, we deduce that, for any $z \in B(y, \alpha_2 t)$,

\[
F_{\alpha_2}^* (z) = \sup_{(z,t) \in \Gamma_{\alpha_2}(z)} |F(z, t)| \geq |F(y, t)| \geq \frac{1}{2} F_{\alpha_1}^* (x),
\]

which, together with the fact that $d(x, y) < \alpha_1 t$, further implies that, for any $x \in \mathcal{X}$,

\[
\left[ \frac{1}{2} F_{\alpha_1}^* (x) \right]^{\lambda} \leq \frac{1}{V(y, \alpha_2 t)} \int_{B(y, \alpha_2 t)} \left[ F_{\alpha_2}^* (z) \right]^{\lambda} d\mu(z) \leq \frac{V(x, d(x, y) + \alpha_2 t)}{V(y, \alpha_2 t)} \frac{1}{1} \times \int_{B(x, d(x, y) + \alpha_2 t)} \left[ F_{\alpha_2}^* (z) \right]^{\lambda} d\mu(z) \leq \frac{V(x, (\alpha_1 + \alpha_2) t)}{V(y, \alpha_2 t)} M \left( \left[ F_{\alpha_2}^* \right]^{\lambda} \right) (x).
\]

Moreover, by (2.2) and (2.3), we have

\[
V(x, (\alpha_1 + \alpha_2) t) \lesssim \left( 1 + \frac{\alpha_1}{\alpha_2} \right)^D V(x, \alpha_2 t) \lesssim \left( 1 + \frac{\alpha_1}{\alpha_2} \right)^D \left[ 1 + \frac{d(x, y)}{\alpha_2 t} \right]^{\alpha_2 t} V(y, \alpha_2 t) \lesssim \left( 1 + \frac{\alpha_1}{\alpha_2} \right)^{2D} V(y, \alpha_2 t).
\]

Combining this and (5.25), we find that, for any $x \in \mathcal{X}$,

\[
F_{\alpha_1}^* (x) \lesssim \left( 1 + \frac{\alpha_1}{\alpha_2} \right)^{\frac{2p}{p_+ - p_-}} M \left( \left[ F_{\alpha_2}^* \right]^{\lambda} \right) (x)^{\frac{1}{p}}.
\]

Therefore, by the fact that $\lambda \in (0, p_-)$, Remark 2.1(iii) and Lemma 2.2, we obtain

\[
\|F_{\alpha_1}^*\|_{L^p(\mathcal{X})} \lesssim \left( 1 + \frac{\alpha_1}{\alpha_2} \right)^{\frac{2p}{p_+ - p_-}} \|M \left( \left[ F_{\alpha_2}^* \right]^{\lambda} \right) (x)\|_{L^p(\mathcal{X})}^{\frac{1}{p}} \lesssim \left( 1 + \frac{\alpha_1}{\alpha_2} \right)^{\frac{2p}{p_+ - p_-}} \|F_{\alpha_2}^*\|_{L^p(\mathcal{X})}.
\]
which completes the proof of Lemma 5.15.

Let \( \varphi \in \mathcal{S}(\mathbb{R}) \) be an even function. Then, for any \( f \in L^2(\mathcal{X}) \) and \( x \in \mathcal{X} \), define

\[
\varphi_{L, \alpha}^*(f)(x) := \sup_{(y, t) \in \Gamma(x)} \left| \varphi(t \sqrt{L})(f)(y) \right|.
\]

**Lemma 5.16.** Let \( p(\cdot) \in C^0(\mathcal{X}) \) and \( L \) satisfy Assumptions 5.1 and 5.2. Let \( 0 < \alpha_2 \leq \alpha_1 < \infty \). Assume that \( \varphi, \psi \in \mathcal{S}(\mathbb{R}) \) are even functions satisfying \( \varphi(0) = \psi(0) = 1 \). Then there exists a positive constant \( C := C_{(\varphi, \psi, \alpha_1, \alpha_2)} \), depending on \( \varphi, \psi, \alpha_1 \) and \( \alpha_2 \), such that, for any \( f \in L^2(\mathcal{X}) \),

\[
\| \varphi_{L, \alpha}^*(f) \|_{L^p(\mathcal{X})} \leq C \| \psi_{L, \alpha}^*(f) \|_{L^p(\mathcal{X})}.
\]

Proof. For any \( x \in \mathcal{X} \), let \( \Phi(x) := \varphi(x) - \psi(x) \). To prove (5.26), by Lemma 5.15, it suffices to show that, for any \( f \in L^2(\mathcal{X}) \),

\[
\| \Phi_{L, 1}^*(f) \|_{L^p(\mathcal{X})} \lesssim \| \psi_{L, 1}^*(f) \|_{L^p(\mathcal{X})}.
\]

Indeed, let \( \lambda \in \left( \frac{2D}{p}, \infty \right) \). Then, from the proof of [56, Proposition 2.3], we deduce that there exists a positive constant \( C \), depending on \( \varphi \) and \( \psi \), such that, for any \( f \in L^2(\mathcal{X}) \) and \( x \in \mathcal{X} \),

\[
\sup_{(y, t) \in \Gamma(x)} \left| \Phi(t \sqrt{L})(f)(y) \right| \leq C \sup_{s \in (0, \infty)} \left[ 1 + \frac{d(x, z)}{s} \right]^{-\lambda} \left| \psi(s \sqrt{L})(f)(z) \right|,
\]

where \( \Gamma(x) \) is as in (1.2) with \( \alpha = 1 \). Thus, we find that, for any \( f \in L^2(\mathcal{X}) \) and \( x \in \mathcal{X} \),

\[
[\Phi_{L, 1}^*(f)(x)]^{p-} \lesssim \sup_{s \in (0, \infty)} \left[ 1 + \frac{d(x, z)}{s} \right]^{-\lambda p-} \left| \psi(s \sqrt{L})(f)(z) \right|^{p-}
\]

\[
\lesssim \left[ \sup_{d(x, z) \leq s/2} + \sum_{j=0}^{\infty} \sup_{d(x, z) \leq 2^{j+1} \leq 2^j s} \right] \left[ 1 + \frac{d(x, z)}{s} \right]^{-\lambda p-} \left| \psi(s \sqrt{L})(f)(z) \right|^{p-}
\]

\[
\lesssim \sum_{j=0}^{\infty} 2^{-j \lambda p-} \left[ \psi_{L, 2}^*(f)(x) \right]^{p-}.
\]

This, combined with Remark 2.1(iii) and Lemma 5.15, implies that

\[
\| \Phi_{L, 1}^*(f) \|_{L^p(\mathcal{X})} \lesssim \left\{ \sum_{j=0}^{\infty} 2^{-j \lambda p-} \left[ \psi_{L, 2}^*(f) \right]^{p-} \right\}^{\frac{1}{p-}} \| \psi_{L, 1}^*(f) \|_{L^p(\mathcal{X})}^{\frac{1}{p-}}
\]

\[
\lesssim \left\{ \sum_{j=0}^{\infty} 2^{-j \lambda p-} \| \psi_{L, 2}^*(f) \|_{L^p(\mathcal{X})}^{p-} \right\}^{\frac{1}{p-}}
\]

\[
\lesssim \left\{ \sum_{j=0}^{\infty} 2^{-j \lambda p-} \left( 1 + 2^j \right) 2^{dp-} \| \psi_{L, 1}^*(f) \|_{L^p(\mathcal{X})}^{p-} \right\}^{\frac{1}{p-}} \lesssim \| \psi_{L, 1}^*(f) \|_{L^p(\mathcal{X})}^{p-},
\]
where $\eta \in (0, p_-)$ is a positive constant such that $\frac{2D}{p_-} < \frac{2D}{\eta} < \lambda$. By the fact that $\lambda \in (\frac{2D}{p_-}, \infty)$, we know that such a constant $\eta$ always exists. Thus, we obtain (5.27) and hence (5.26), which then completes the proof of Lemma 5.16. \hfill $\Box$

The following proposition shows that $H^p_{l,\text{max}}(X) \subset H^p_{l,\text{at}, M}(X)$.

**Proposition 5.17.** Let $M \in \mathbb{N}$, $p(\cdot) \in C^{\log}(X)$ and $L$ satisfy Assumptions 5.1 and 5.2. Then, for any $f \in H^p_{l,\text{max}}(X) \cap L^2(X)$, $f$ has an atomic $(p(\cdot), M)$-representation, namely, there exist $\{\lambda_j\}_{j \in \mathbb{N}} \subset \mathbb{C}$ and a sequence $\{a_j\}_{j \in \mathbb{N}}$ of $(p(\cdot), M)_L$-atoms, associated with balls $\{B_j\}_{j \in \mathbb{N}}$, such that $f = \sum_{j \in \mathbb{N}} \lambda_j a_j$ in $L^2(X)$ and

\begin{equation}
\mathcal{A}(\{\lambda_j\}_{j \in \mathbb{N}}, \{B_j\}_{j \in \mathbb{N}}) \leq C \|f\|_{H^p_{l,\text{max}}(X)},
\end{equation}

where the positive constant $C$ is independent of $f$. Moreover, $H^p_{l,\text{max}}(X) \subset H^p_{l,\text{at}, M}(X)$ and there exists a positive constant $C$ such that, for any $f \in H^p_{l,\text{max}}(X)$,

\begin{equation}
\|f\|_{H^p_{l,\text{at}, M}(X)} \leq C \|f\|_{H^p_{l,\text{max}}(X)}.
\end{equation}

*Proof.* To prove Proposition 5.17, we first claim that it suffices to show that, for any $f \in H^p_{l,\text{max}}(X) \cap L^2(X)$, $f$ has an atomic $(p(\cdot), M)$-representation and (5.28) holds true. Indeed, if this claim holds true, then, from (5.28) and a density argument, we deduce that (5.29) holds true.

Now, we prove the above claim. Let $\varphi \in C_c^\infty(\mathbb{R})$ be an even function with supp $\varphi \subset (-1, 1)$ and $\hat{\varphi}$ the Fourier transform of $\varphi$. Given any $M \in \mathbb{N}$, for any $x \in \mathbb{R}$, let $\Psi(x) := x^2M\hat{\varphi}(x)$. By the properties of the functional calculus of $L$ (see, for example, [64, Chapter XI]), we know that, for any $f \in L^2(X)$,

\begin{equation}
f = c_\varphi^{-1} \int_0^\infty \Psi(t\sqrt{L})t^2Le^{-t^2L}(f)\frac{dt}{t} \text{ in } L^2(X),
\end{equation}

where $c_\varphi := \int_0^\infty \Psi(t)t^2e^{-t^2}dt$. For any $x \in \mathbb{R} \setminus \{0\}$, let

\begin{equation}
\eta(x) := c_\varphi^{-1} \int_x^\infty \Psi(tx)t^2x^2e^{-t^2x^2}dt = c_\varphi^{-1} \int_x^\infty \Psi(y)ye^{-y^2}dy
\end{equation}

and $\eta(0) := 1$. Then it is easy to see that $\eta \in \mathcal{S}(\mathbb{R})$ is an even function. From (5.31), it follows that, for any given $0 \leq a \leq b < \infty$ and any $f \in L^2(X)$,

\begin{equation}
\eta\left(a\sqrt{L}\right)(f) - \eta\left(b\sqrt{L}\right)(f) = c_\varphi^{-1} \int_a^b \Psi(t\sqrt{L})t^2Le^{-t^2L}(f)\frac{dt}{t} \text{ in } L^2(X).
\end{equation}

For any $f \in L^2(X)$ and $x \in X$, let

\begin{equation}
M_L(f)(x) := \sup_{(y,t) \in \Gamma_\alpha(x)} \left[ \left| t^2Le^{-t^2L}(f)(y) \right| + \left| \eta\left(t\sqrt{L}\right)(f)(y) \right| \right],
\end{equation}

where $\Gamma_\alpha(x)$ is as in (1.2) with $\alpha = 5$. Then, from Lemma 5.16, (5.27) and Lemma 5.15, we deduce that, for any $f \in H^p_{l,\text{max}}(X) \cap L^2(X)$,

\begin{equation}
\|M_L(f)\|_{L^p(\alpha)(X)} \lesssim \|f\|_{H^p_{l,\text{max}}(X)}.
\end{equation}

In what follows, for any open subset $O$ of $X$, denote by $\hat{O}$ the tent over $O$ with aperture 4, namely, $\hat{O} := T_4(O)$, where $T_4(O)$ is as in (2.17) with $\alpha = 4$. For any $i \in \mathbb{Z}$, let

\begin{equation}
O_i := \{x \in X : M_L(f)(x) > 2^i\}.
\end{equation}
Then we can decompose $\mathcal{X}^+$ as follows:

$$
\mathcal{X}^+ = \bigcup_{i \in \mathbb{Z}} \bar{O}_i = \bigcup_{i \in \mathbb{Z}} \left( \bar{O}_i \setminus \bar{O}_{i+1} \right) =: \bigcup_{i \in \mathbb{Z}} E_i.
$$

Noticing that, for any $i \in \mathbb{Z}$, $O_i$ is an open subset with $\mu(O_i) < \infty$, by Lemma 2.14, we find that, for any $i \in \mathbb{Z}$, there exists a sequence $\{B_{i,k}\}_{k \in \mathbb{N}} := \{B(\xi_{i,k}, r_{i,k})\}_{k \in \mathbb{N}}$ of balls, with $\{\xi_{i,k}\}_{k \in \mathbb{N}} \subset \mathcal{X}$ and $r_{i,k} := \text{dist}(\xi_{i,k}, O_i^c)/2$ for any $k \in \mathbb{N}$, such that

(i) $O_i = \bigcup_{k=1}^\infty B_{i,k};$

(ii) $\{1/2 B_{i,k}\}_{k \in \mathbb{N}}$ are pairwise disjoint.

For any measurable subset $E \subset \mathcal{X}$, let

$$
R(E) := \{(y, t) \in \mathcal{X} : \text{dist}(y, E) < 2t\}.
$$

For any $i \in \mathbb{Z}$ and $k \in \mathbb{Z}_+$, let

$$
R(B_{i,0}) := \emptyset \quad \text{and} \quad E_{i,k} := E_i \cap \left[ R(B_{i,k}) \setminus \bigcup_{j=0}^{k-1} R(B_{i,j}) \right].
$$

By this and the fact that $O_i = \bigcup_{k=1}^\infty B_{i,k}$, we conclude that $\bar{O}_i \subset \bigcup_{j \in \mathbb{N}} R(B_{i,j})$ and $[E_{i_1,k_1} \cap E_{i_2,k_2}] = \emptyset$ if $i_1 \neq i_2$ or $k_1 \neq k_2$. From this, (5.33) and (5.34), we deduce that

$$
\mathcal{X}^+ = \bigcup_{i \in \mathbb{Z}} \left\{ E_i \cap \left( \bigcup_{k \in \mathbb{N}} R(B_{i,k}) \right) \right\} = \bigcup_{i \in \mathbb{Z}} \left[ E_i \cap \left( \bigcup_{k \in \mathbb{N}} \left( R(B_{i,k}) \setminus \bigcup_{j=0}^{k-1} R(B_{i,j}) \right) \right) \right] = \bigcup_{i \in \mathbb{Z}} \bigcup_{k \in \mathbb{N}} E_{i,k}.
$$

By this and (5.30), we know that, for any $f \in H_{L,\max}^{(\cdot)}(\mathcal{X}) \cap L^2(\mathcal{X})$,

$$
f = \sum_{i \in \mathbb{Z}} \sum_{k \in \mathbb{N}} c_{i,k}^{-1} \int_0^\infty \Psi(t\sqrt{L}) \left( \chi_{E_{i,k}} t^2 L e^{-t^2 L}(f) \right) \frac{dt}{t} \quad \text{in} \quad L^2(\mathcal{X})
$$

(see [56, p. 11] for more details on this fact). For any $i \in \mathbb{Z}$ and $k \in \mathbb{N}$, let

$$
\lambda_{i,k} := 2^i \| \chi_{B_{i,k}} \|_{L^p(\mathcal{X})}, \quad b_{i,k} := c_{i,k} \lambda_{i,k}^{-1} \int_0^\infty t^{2M} \Phi(t\sqrt{L}) \left( \chi_{E_{i,k}} t^2 L e^{-t^2 L}(f) \right) \frac{dt}{t}
$$

and

$$
a_{i,k} := M^2(b_{i,k}) = c_{i,k} \lambda_{i,k}^{-1} \int_0^\infty \Psi(t\sqrt{L}) \left( \chi_{E_{i,k}} t^2 L e^{-t^2 L}(f) \right) \frac{dt}{t}.
$$

Then we have $f = \sum_{i \in \mathbb{Z}} \sum_{k \in \mathbb{N}} \lambda_{i,k} a_{i,k}$ in $L^2(\mathcal{X})$. Moreover, by [56, p. 12], we know that, when $i \in \mathbb{Z}$ and $k \in \mathbb{N}$, for any $j \in \{0, \ldots, M\}$,

$$
\text{supp} L^j(b_{i,k}) \subset B(\xi_{i,k}, 8r_{i,k})
$$

and there exists a positive constant $C := C_{\Psi}$, depending on $\Psi$, such that

$$
\left\| \left( r_{i,k}^2 L \right)^j (b_{i,k}) \right\|_{L^\infty(\mathcal{X})} \leq C r_{i,k}^{2M} \| \chi_{B_{i,k}} \|_{L^p(\mathcal{X})}^{-1}.
$$

This, together with (5.35), implies that $\{a_{i,k}\}_{i \in \mathbb{Z}, k \in \mathbb{N}}$ is a harmless positive constant multiple of a family of $(p(\cdot), M)_L$-atoms associated with balls $\{8B_{i,k}\}_{i \in \mathbb{Z}, k \in \mathbb{N}}$. Therefore, to complete the proof of this proposition, it remains to show that

$$
\mathcal{A}(\{\lambda_{i,k}\}_{i \in \mathbb{Z}, k \in \mathbb{N}}, \{8B_{i,k}\}_{i \in \mathbb{Z}, k \in \mathbb{N}}) \lesssim \| f \|_{H_{L,\max}^{(\cdot)}(\mathcal{X})}.
$$
Indeed, we have
\[ \mathcal{A}\{\lambda_{i,k}\in \mathbb{Z},k\in \mathbb{N}\}, \{8B_{i,k}\}_{i\in \mathbb{Z},k\in \mathbb{N}} \]
\[ = \left\| \sum_{i\in \mathbb{Z}} \sum_{k\in \mathbb{N}} \left[ \lambda_{i,k} \frac{\chi_{8B_{i,k}}}{\|\chi_{8B_{i,k}}\|_{L^p(\chi)}} \right]^{\frac{1}{p-\frac{1}{r}}} \right\|_{L^p(\chi)} \]
\[ \leq \left\| \sum_{i\in \mathbb{Z}} \sum_{k\in \mathbb{N}} 2^{i(\frac{1}{p}-\frac{1}{r})} \left[ M\left(\frac{\chi_{4B_{i,k}}}{\|\chi_{4B_{i,k}}\|_{L^p(\chi)}}\right) \right]^{\frac{1}{p-\frac{1}{r}}} \right\|_{L^p(\chi)} \]
\[ \leq \left\| \sum_{i\in \mathbb{Z}} \sum_{k\in \mathbb{N}} 2^{i(\frac{1}{p}-\frac{1}{r})} \left[ \lambda_{i,k} \chi_{4B_{i,k}} \right]^{\frac{1}{p-\frac{1}{r}}} \right\|_{L^p(\chi)} \]
\[ \sim \left\| \sum_{i\in \mathbb{Z}} 2^{i(\frac{1}{p}-\frac{1}{r})} \chi_{O_i} \right\|_{L^p(\chi)} \]
This, combined with (5.32), then finishes the proof of Proposition 5.17.

Finally, using the above several propositions, we show Theorem 5.7.

**Proof of Theorem 5.7.** Let \( p(\cdot) \in C^{\log}(\mathcal{X}) \) with \( p_- \in (0, 1] \) and \( L \) be an operator satisfying Assumptions 5.1 and 5.2. Then, from Proposition 5.9, we deduce that
\[ H_{L,\text{rad}}^{p(\cdot)}(\mathcal{X}) = H_{L,\text{max}}^{p(\cdot)}(\mathcal{X}) \]
with equivalent quasi-norms.

Let \( M \in \mathbb{N} \cap \left( \frac{p}{2p_-} - \frac{1}{2}, \infty \right) \). Then, by Proposition 5.12 and a density argument, we find that the space \( H_{L,\text{rad}}^{p(\cdot)}(\mathcal{X}) \) coincides the space \( H_{L,\text{rad},M}^{p(\cdot)}(\mathcal{X}) \) with equivalent quasi-norms. Combining this and (5.29), we conclude that, for any \( f \in H_{L,\text{max}}^{p(\cdot)}(\mathcal{X}) \),
\[ \|f\|_{H_{L,\text{rad}}^{p(\cdot)}(\mathcal{X})} \lesssim \|f\|_{H_{L,\text{max}}^{p(\cdot)}(\mathcal{X})}. \]
This, together with Proposition 5.14, implies that
\[ H_{L,\text{rad}}^{p(\cdot)}(\mathcal{X}) = H_{L,\text{max}}^{p(\cdot)}(\mathcal{X}) \]
with equivalent quasi-norms.

By this and (5.36), we then complete the proof of Theorem 5.7.
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