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CHAPTER 1

Introduction
In two dimensions the uniformisation theorem classifies oriented Riemann surfaces
into conformally elliptic, parabolic and hyperbolic classes based on their universal
covers: the Riemann sphere, the complex plane and the hyperbolic disk. The exis-
tence of isothermal coordinates in two dimensions says that every surface is locally
conformally flat, hence the only obstruction to global flatness is topological.

A map f : Ω→ Rn is conformal if it satisfies the n-dimensional Beltrami equation:

(1.1) J
−2/n
f Df tDf = I

almost everywhere. Liouville’s theorem [IM01, Theorem 5.1.1] says that for n ≥ 3
every conformal map f ∈ W 1,n(Ω,Rn) from an open set Ω ⊂ Rn is a Möbius map
i.e. is of the form

x 7→ b+
αA(x− x0)

|x− x0|ε
,

where b, x0 ∈ Rn, α ∈ R+, ε ∈ {0, 2} and A ∈ SO(n). A subsequent question then
arises: can we relax the geometric rigidity of these maps and still get some kind of
control on the global topology along the lines of the uniformisation theorem?

If Ω is given a Riemannian metric g represented by a symmetric positive definite
matrix, then f : (Ω, g)→ Rn is conformal if and only if

g = λDf tDf

for some scalar function λ : Ω → R. If G = g(det g)−1/n, then f is conformal with
respect to g if and only if

(1.2) G = J
−2/n
f Df tDf.

Hence, given a measurable conformal class of metrics specified by a symmetric
positive definite matrix field G with determinant 1 almost everywhere, one would
like to know whether it locally arises as a scalar multiple of the pull back of the
Euclidean metric i.e. whether or not G is integrable. If the manifold and metric are
sufficiently smooth, this is answered by the Weyl-Schouten theorem [HJ03, P.5.1]:
for n ≥ 4 G is locally conformally flat if and only if the Weyl tensor vanishes and
for n = 3 G is locally conformally flat if and only if the antisymmetric component of
∇(Ric− scal

2(n−1)
g) vanishes [Pet06, Theorem 3.132].
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Conformal maps are very rigid. However, we can reduce geometric rigidity and
consider quasiregular maps. For 1 ≤ K < ∞, a K-quasiregular map between n-
manifolds is a continuous map f between Riemannian manifolds (N , g) and (M, h)
such that f ∈ W 1,n

loc (N ,M) and satisfies

|Df |n(x) ≤ KJf (x)

for almost every x ∈ N , where Jf is the Jacobian determinant of f . If f is a
homeomorphism, it is said to be quasiconformal. If f is Lipschitz and Jf is bounded
away from 0, then f is said to be of bounded length distortion. If N and M are
domains in Rn, then conformality is equivalent to

(1.3) J
−2/n
f Df t(x)H(f(x))Df(x) = G(x),

for almost every x ∈ N , where G = g det g−1/n and H = h deth−1/n. This is
the Beltrami system for the distortion tensors G and H. Another way of saying
this is that every quasiconformal map is conformal for the right metric. Hence the
existence of quasiconformal maps with a given distortion tensor is equivalent to asking
whether the distortion tensor is integrable. The naïve smoothness assumption for the
Weyl-Schouten theorem is that g is C3, but interesting topological behaviour, like
branching, only emerges if a solution to (1.3) is a priori W 1,n, in which case G and
H are only measurable. It is not clear how the Weyl-Schouten theorem could be
applied to such a non-smooth scenario.

If we suppose some given strong geometric conditions are integrable, e.g. a given
metric with vanishing Weyl tensor, then low regularity will be difficult to handle.
Sullivan in [Sul95] suggested that one could stipulate a geometric condition on an
object that behaves like the derivative of a coordinate chart on a manifold, in this
case a co-frame of one-forms, and apply an approximate integrability condition: that
the co-frame’s exterior derivative is essentially bounded. Doing so, he constructed
maps whose derivatives approximate his geometric condition nicely.

A natural question to ask is, can this be extended to a global setting? Given maps
f : N → M, what is the natural generalisation of the co-frame that Sullivan used?
An answer lies in the concept of an Ehresmann connection, which is a sub-bundle
H ⊂ T (N ×M) such that the differential of the Cartesian projection πN : N ×M→
N ,

D(x,y)πN |H(x,y) : H(x,y) → TxN
is an isomorphism for every (x, y) ∈ N × M [Ehr51]. In Ehresmann’s original
definition, such a connection was assumed to be complete, that is every smooth path
γ : [0, 1]→ N has for any y ∈M, a lift γ̃ : [0, 1]→M satisfying

d

dt
(γ(t), γ̃(t)) ∈ Hγ(t),γ̃(t).

and γ̃(0) = y.
Ehresmann connections generalise several notions of connection, such as affine

and principal connections. A principle G-bundle over a manifold N has a principal
connection locally given by a g-valued connection one-form A ∈ C∞(Ω, g⊗Λ1Ω). In
this case the associated Ehresmann connection is given on the local trivialisation by

Hx,g = {X + g · A(x,X) : X ∈ TxΩ}
where Ω ⊂ N .
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An Ehresmann connection is said to be integrable if for any (x0, y0) ∈ N ×M
there exists f : N →M such that

H(x,f(x)) = {X ⊕Df(x) ·X : X ∈ TxN}
and f(x0) = y0.

Whereas a sharp integrability condition for a one-form is that its exterior derivative
vanishes, the corresponding integrability condition for an Ehresmann connection H
is Frobenius’ integrability condition

[H,H] ⊂ H,
originally proven for systems of differential equations by Frobenius in [Fro77]. If
this holds then H is locally given by the tangent planes of the graph of a function
f : N → M. If N is simply connected, then the lift along H of any loop is also a
loop (the start and endpoints of the lifted path are the same).

The appropriate regularity conditions for Frobenius’ theorem are a natural sub-
ject of interest in the context of Sullivan’s work. Is there anything like an essentially
bounded Frobenius condition? Simić in [Sim96] very elegantly showed that the hyper-
plane distribution need only be Lipschitz continuous for this integrability condition
to be necessary and sufficient. However, his distributions are still continuous, unlike
the derivative of a quasiregular map. Nonetheless the theory of commutators of Lip-
schitz vector fields is interesting in its own right and has been extended further, for
instance in [RS07, Ram07].

For N = Ω ⊂ Rn we consider an Ehresmann connection form ρ : Ω × M →
TM⊗ Λ1Ω associated to an Ehresmann connection H ⊂ T (Ω ×M). We say that
an Ehresmann connection form ρ is in A(Ω ×M) if ρ is essentially bounded, there
is a number C such that for almost every x ∈ Ω the map y 7→ ρx,y is C-Lipschitz,
and ρ has an essentially bounded exterior derivative with respect to Ω. If the Ehres-
mann connection is a principal connection, then this is equivalent to the connection
one-form being a Whitney form (i.e. essentially bounded with essentially bounded
exterior derivative).

We say an Ehresmann connection form ρ is in Aloc(Ω ×M) if there is a number
C such that for almost every x ∈ Ω the map y 7→ ρx,y is C-Lipschitz, the exterior
derivative of ρ with respect to Ω is locally essentially bounded, and there is a U ⊂M
such that ρ|(Ω × U) ∈ A(Ω × U). See §2.2 for discussion. For this regularity class
we can define the curvature of ρ to be a section

Fρ : Ω×M→ TM⊗ Λ2Ω

by
Fρ(X, Y ) = (∇ρ(X)ρ)(Y )− (∇ρ(Y )ρ)(X) + dΩρ(X, Y ),

where dΩρ is the exterior derivative with respect to the coordinates of Ω and X, Y ∈
TΩ.

In the event that ρ is a principal connection form, this coincides with the usual
curvature

Fρ =
1

2
[ρ ∧ ρ] + dρ.

Consequently if ρ is smooth (and in fact Lipschitz) then

[H,H] ⊂ H if and only if Fρ = 0.

If ρ is only Lipschitz continuous then this equivalence only holds almost everywhere.
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We can define the holonomy for an Ehresmann connection about a point to be
the distance of the start and endpoints of a lift along ρ about a closed loop. If
ρ arises from an integrable connection then the holonomy is zero. We prove the
following quantitative estimate for the holonomy of an Ehresmann connection form
in A(Ω×U) using a similar estimate for smooth connections and an adapted smooth
approximation.
Theorem 1.1. Let Ω and U in Rn be smooth bounded domains, and let U ′ ⊂⊂ U
be a domain. Let ρ ∈ A(Ω × U) be an Ehresmann connection form. Let r0 <
d(U ′, ∂U)/(4‖ρ‖∞). There is a constant C = C(ρ, r0) such that for every y ∈ U ′, and
x0, x1, x2 ∈ Ω, if dist(y, ∂U ′) > 12r0‖ρ‖∞ and |xi − xj| < r0 for every i, j = 0, 1, 2,
then

HolA(ρ, (∂∆, x0), y) ≤ C(ρ, r0)‖Fρ‖∞|∆|,
where ∆ is the triangle given by the convex hull of x0,x1 and x2, ∂∆ is the boundary
of this triangle and |∆| its area.

With this and a homotopy lifting lemma (Lemma 2.52) we can prove the following
theorem for connections with zero curvature.
Theorem 1.2. Let (M, g) be a smooth complete Riemannian manifold, and Ω ⊂ Rn

a connected and simply connected domain, and let ρ ∈ A(Ω×M) be an Ehresmann
connection form with zero curvature, that is

Fρ = 0 almost everywhere.

Then for every y ∈ M and x0 ∈ Ω, there is a unique Lipschitz map γy : Ω → M
such that

Dxγy = ρx,γy(x)

γy(x0) = y.

Frobenius’ theorem for Lipschitz distributions follows from this in Corollary 2.54.
Ehresmann connections arise naturally also in the case when they are completely

non-integrable, that is, if their curvature is of maximal rank. In this case they provide
interesting examples of sub-Riemannian geometries [Mon02, Chapter 11]. Naturally
one would like to extend these regularity properties to connections whose curvature
has maximal rank almost everywhere in some sense. This is an interesting potential
subject of research to which the methods developed herein could be extended.

We return now to Sullivan’s investigations into the smoothability of Lipschitz man-
ifolds. Sullivan supposed that a co-frame ρ = (ρ1, . . . , ρn), called a Cartan–Whitney
presentation, was given by forms ρi ∈ L∞(Ω,Λ1Ω) satisfying

essinf ? ρ1 ∧ · · · ∧ ρn > 0.

Furthermore, he supposed the approximate integrability condition dρi ∈ L∞(Ω,Λ2Ω).
He showed that associated to every Cartan–Whitney presentation ρ there is an upper
semicontinuous local degree function degρ : Ω → Z which depends continuously on
the L∞-norm of ρ.

He further showed that if a Lipschitz manifold has a measurable vector bundle
isomorphism from its measurable tangent bundle to a Lipschitz vector bundle given
locally by a Cartan–Whitney presentation ρ with local degree 1 everywhere then the
manifold has a smooth structure provided that dρ = A∧ ρ, where A :∈ L∞(Ω, son ⊗
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Λ1Ω) is an antisymmetric-matrix valued one-form with essentially bounded exterior
derivative.

Heinonen and Sullivan subsequently applied Cartan–Whitney presentations to in-
vestigate metric gauges, that is topological spaces considered with a family of bi-
Lipschitz–equivalent metrics [HS02]. Under suitable topological assumptions these
can be characterised with Cartan–Whitney presentations.

Heinonen and Keith then continued this topic of investigation and discovered a
more analytic condition for the smoothability of a Cartan–Whitney presentation
[HK11]; see also [HK00].

It is not surprising that Heinonen chose to investigate generalisations of Cartan–
Whitney presentations to the quasiconformal category. Similar to the notion of a
metric gauge, there is the concept of a conformal gauge [Hei01, Chapter 15], that is
a topological space X with a family of metrics such that for any two metrics d and
d′ the map

IdX : (X , d)→ (X , d′)

is an η-quasisymmetric map in the sense of Tukia and Väisälä [Hei01, Chapter 10].
Along with co-authors Pankka and Rajala in [HPR10] Heinonen introduced the

notion of a quasiconformal frame (caveat lector in this thesis we refer to the same
objects as quasiconformal co-frames). A quasiconformal frame on a domain Ω is an
n-tuple of one-forms ρ = (ρ1, . . . , ρn), satisfying for some p > n/2 and some K ≥ nn/2

ρi ∈ Ln(Ω,Λ1Ω), dρi ∈ Lp(Ω,Λ2Ω)

for i = 1, . . . , n and
|ρ|n ≤ ?Kρ1 ∧ · · · ∧ ρn

almost everywhere, where | · | is the non-normalised Hilbert–Schmidt norm. Under
suitable geometric conditions, the authors derived a local degree for the frame. They
were, however, unable to find an approximate quasiregular function which would
potentially allow for the characterisation of locally Euclidean (and possibly branched-
Euclidean) conformal gauges.

Pankka and Rajala in [PR11] continued investigations into quasiconformal frames,
and using variational methods, constructed interesting examples. In particular for
Ω = B(0, r′)\B(0, r) they managed to show that minimisers of the energy functional∫

Ω

|dρ|q dx

exist in the class of all K-quasiconformal frames ρ for which

ρ|B(0,r) = dx and ρ|Rn\B(0,r′) = df

for some fixed quasiregular map f : Rn → Rn. Furthermore, they showed a lower
bound for the minimiser based on the degree of the function f .

By considering the variation ρ 7→ (1 + h)ρ where h ∈ C∞0 (Ω), they showed that
minimisers also satisfy a weak reverse Hölder inequality.

In this vein, we seek to examine quasiconformal co-frames minimising the p-integral
of their exterior derivative. Let 1 < p < ∞, and let ρ0 ∈ W d,p(Ω,Rn ⊗ ΛkΩ) (cf.
§1.1.2) be a quasiconformal co-frame. The space COpρ0

(Ω) is called the space of
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quasiconformal co-frames with conformal class ρ0, and is defined to be

COpρ0
(Ω) := {% ∈ W d,p(Ω,Rn ⊗ Λ1Ω) ∩ Ln(Ω,Rn ⊗ Λ1Ω) :

%− ρ0 ∈ W d,p
T (Ω,Rn ⊗ Λ1Ω), there exists

A : Ω→ CO+
0 (n) measurable such that % = Aρ0}.

The space SOpρ0
(Ω) is called the space of quasiconformal co-frames with orthogonal

class ρ0 and is defined to be

SOpρ0
(Ω) := {% ∈ W d,p(Ω,Rn ⊗ Λ1Ω) ∩ Ln(Ω,Rn ⊗ Λ1Ω) :

%− ρ0 ∈ W d,p
T (Ω,Rn ⊗ Λ1Ω), there exists
R : Ω→ SO(n) measurable such that % = Rρ0}.

Intuitively one could say that these are the spaces of forms which are a multiples of
ρ0, respectively by conformal and orthogonal matrix fields, with the same boundary
values. Indeed one can construct simple non-trivial examples by starting with an
exact frame df for quasiregular map f , then taking any essentially bounded map
s ∈ W 1,n(Ω,Mn×n) with determinant bounded away from 0. Then set ρ0 := sdf .
It follows that any for any σ ∈ W 1,n(Ω, SO(n)) with σ equal to I on the boundary
of Ω in the trace sense satisfies σρ0 ∈ SOn/2ρ0

(Ω). If p > n/2 and p∗ denotes the
Sobolev conjugate of p, then for any σ ∈ W 1,p∗(Ω, CO+

0 ) equal to I on the boundary
in the trace sense, σρ ∈ COpρ0

(Ω). Whether all such co-frames can be given in such a
manner is an interesting question, relating to weighted Sobolev spaces and differential
inclusions.

We define the exterior energy of ρ to be

(1.4) Ep(ρ) :=

∫
Ω

|dρ|p dx.

We are able to show that minimisers for the exterior energy exist in these classes.
Theorem 1.3. Let p > n/2, let Ω ⊂ Rn be a smooth bounded domain such that the
space of harmonic 1-fields with vanishing tangential component HT (Ω,Λ1Ω) is trivial
i.e. HT (Ω,Λ1Ω) = {0}, and let ρ0 be a quasiconformal co-frame in W d,p(Ω,Rn ⊗
Λ1Ω) ∩ Ln(Ω,Rn ⊗ Λ1Ω). Then there is a minimiser of Ep in the space COpρ0

(Ω).
Nota bene the condition HT (Ω,Λ1Ω) = 0 is equivalent to the topological condi-

tion that H1(Ω, ∂Ω) = 0 see [DS52, Theorem 3]. The proof of the theorem is an
application of the compensated compactness theorem [IL93, Theorem 5.1]. With a
small modification of the originial compensated compactness theorem we are able to
extend the proof in the orthogonal class. If we assume that ρ0 ∈ Lp(Ω,Rn⊗Λ1Ω) for
some p > n, then we can construct a minimiser of Eq, for some q below the critical
exponent of integrability for two-forms, n/2.
Theorem 1.4. Let p > n and q > np/((n + 1)p − n(n − 1)). Let Ω ⊂ Rn be
a smooth bounded domain and let ρ0 ∈ Lploc(Ω,Rn ⊗ Λ1Ω) be a quasiconformal co-
frame. Suppose dρ0 ∈ Lq(Ω,Rn ⊗ Λ2Ω). Then there exists a minimiser of Eq in
SOqρ0

(Ω).
In particular, np/((n+ 1)p− n(n− 1)) < n/2, that is below the critical exponent

of n/2.
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We say that ρ ∈ COpρ0
(Ω) is a local minimiser of Ep if there is an ε > 0 such

that for any % ∈ COpρ0
(Ω) satisfying ‖ρ − %‖max{p,n} + ‖dρ − d%‖p ≤ ε it holds that

Ep(ρ) ≤ Ep(%). Naturally local minimisers satisfy Euler–Lagrange equations.
Theorem 1.5. Let, 1 < p < ∞. If ρ ∈ Lp(Ω,Rn ⊗ Λ1Ω) is a local minimiser of
Ep : COpρ0

(Ω)→ R, then it satisfies the Euler-Lagrange equations

(1.5)
∫

Ω

〈|dρ|p−2dρ, d(λρ)〉 dx = 0

and

(1.6)
∫

Ω

〈|dρ|p−2dρ, du ∧ ρ〉 dx = 0,

where u ∈ C∞0 (Ω, son) and λ ∈ C∞0 (Ω).
We call (1.5) the scalar Euler–Lagrange equations with exponent p and (1.6) the

orthogonal Euler–Lagrange equations with exponent p.
A combination of Theorems 1.3, 1.4, 1.5 and the higher integrability result of

Pankka and Rajala [PR11, Corollary 7.8] yields the following nice existence theorem
Theorem 1.6. Let p > n/2 and let Ω be a bounded smooth domain withHT (Ω,Λ1Ω) =
0. Suppose ρ0 ∈ Ln(Ω,Rn ⊗ Λ1Ω) is a K-quasiconformal co-frame and dρ0 ∈
Lp(Ω,Rn ⊗ Λ2Ω) then there exists a q0 = q0(n,K) < n/2 such that for every q > q0

there is a ρ ∈ COqρ0
(Ω) satisfying (1.6) with exponent q.

Quasiconformal maps have interesting morphism properties for so calledA-harmonic
equations, cf. §3.2.2 and [HKM06, §14.35]. That is, if u ∈ W 1,n(Ω′) satisfies the A-
harmonic equation

div(A(x, du)) = 0

or in weak form ∫
Ω′
〈A(x, du(x)), dv(x)〉 dx = 0

for every v ∈ C∞0 (Ω′), and f : Ω→ Ω′ is quasiconformal, then u ◦ f satisfies another
A-harmonic equation ∫

Ω

〈A′(x, d(u ◦ f(x))), dv(x)〉 dx = 0

for every v ∈ C∞0 (Ω). In particular, if u is n-harmonic, then u ◦ f is A-harmonic
[HKM06, Theorem 14.39].

Equation (1.6) can be written in divergence form

div(A(x,A(x)) det ρ1/n(x)) = 0

where A : Ω→ son ⊗ Λ1Ω is the essentially unique measurable map satisfying

dρ = A ∧ (det ρ)−1/nρ.

and A : Ω× son⊗Λ1Ω→ son⊗Λ1Ω is a monotone map of growth p. (cf. §3.2.2. By
the quasiconformality of ρ, and Proposition 3.2 A ∈ Lp(Ω, son ⊗ Λ1Ω).

It is tempting to ask if the Euler–Lagrange equations have a similar A-harmonic
morphism property under quasiconformal maps. Indeed if we examine quasiconformal
frames in the class of an exact frame, we get the following theorem.
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Theorem 1.7. Let f : Ω → Ω′ be a quasiconformal map and σ : Ω → SO(n) be a
measurable map such that σ̃ = σ ◦ f−1 ∈ W 1,1(Ω′, SO(n)). If σdf ∈ W d,n/2(Ω,Rn ⊗
Λ1Ω) then σ̃ ∈ W 1,n/2(Ω′, SO(n)). If σdf is a solution to (1.6) for p = n/2, then
there is a monotone A : Ω′×son⊗Rn → son⊗Rn, of growth n/2 such that σ̃ satisfies
the A-harmonic equation

(1.7)
∫

Ω′
〈A(y, σ̃−1dσ̃), σ̃−1duσ̃〉 dy = 0

for all u ∈ C∞0 (Ω, son).
The monotone function A is given by (3.11).
In analogy to the distinction between the Lagrangian description (reference config-

uration) and Eulerian description (current configuration) in elasticity theorey [MH94]
Theorem 1.7 illustrates how a different configuration (i.e. coordinate frame) can crit-
ically simplify the the Euler–Lagrange equations.

In Section 3.4 we examine a modest modification to our functional to yield an even
simpler equation. We consider an energy functional E ′p : COpρ0

(Ω)→ R,

E ′p(ρ) =

∫
Ω

|Aρ(dρ)|p dx,

where Aρ satisfies

C−1|dρ| ≤ |Aρdρ| ≤ C|dρ|.

Analogues of Theorems 1.3 and 1.4 hold for this energy. Crucially, the A-harmonic
morphism behaviour simplifies nicely, yielding the following analogue to Theorem
1.7.
Theorem 1.8. Let f : Ω → Ω′ be a quasiconformal map with inverse h : Ω′ → Ω.
Let σ : Ω → SO(n) be a measurable map satisfying σ̃ = σ ◦ h ∈ W 1,1(Ω′, SO(n)).
Suppose d(σdf) ∈ Ln/2(Ω,Rn ⊗ Λ2Ω), then σ̃ is in W 1,n/2(Ω′, SO(n)). Furthermore
there is a monotone map A : son ⊗ Λ1Rn → son ⊗ Λ1Rn of growth n/2 such that if
σdf is a local minimiser of E ′n/2 then σ̃ satisfies the equation

(1.8)
∫

Ω′
〈A(DLσ̃), σ̃−1duσ̃〉 dy = 0

for all u ∈ C∞0 (Ω′, SO(n)).
Equation (1.8) can be written in divergence form

div(σ̃A(DLσ̃)σ̃−1) = 0

In particular the monotone functionA is independent of y ∈ Ω′ hence equation (1.8) is
the Euler–Lagrange equation for a functional with C1 integrand which is proportional
to the Dirichlet n/2-energy for maps σ ∈ W 1,n/2(Ω, SO(n)). As such, existing higher
regularity theory [HL87] can be applied, yielding the following corollary.
Corollary 1.9. Let σ be as in Theorem 1.8. Then there is a set Σ ⊂ Ω′ of Hausdorff
dimension less than dn/2e − 1, such that σ ◦ f−1 ∈ C1,α

loc (Ω′ \ Σ).

Proof. This follows by applying Theorem 1.8 and Corollary 3.10 �
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1.1. Preliminaries

We work on oriented C∞ Riemannian manifolds possibly with boundary. When
working on domains Ω ⊂ Rn, they will be considered as smooth submanifolds with
boundary of Rn, unless otherwise stated. We use the Einstein summation convention,
where if an index is repeated as both a subscript and a superscript, then summation
over the appropriate dimensions is implied, unless otherwise stated.

Much of the material deals with differential forms on domains, which are sections
of the exterior algebra of the cotangent bundle: α : Ω → ΛkΩ. Because Ω is a
domain, T ∗Ω can be identified with Ω × Rn. Consequently ΛkΩ can be identified
with Ω× ΛkRn, and sections of ΛkΩ can be identified with functions Ω→ ΛkRn.

Differential forms are equipped with the wedge product

· ∧ · : ΛlΩ× ΛkΩ→ Λl+kΩ.

For α ∈ ΛlΩ and β ∈ ΛkΩ it satisfies

α ∧ β = (−1)lkβ ∧ α.

For every X ∈ Rn and α ∈ ΛkΩ, we can define the interior product Xxα ∈ Λk−1Ω
by

(Xxα)(X1, . . . , Xk−1) := α(X,X1, . . . , Xk−1),

forX1, . . . , Xk−1 ∈ Rn. For k ≥ 0, we can equip ΛkΩ with the following inner product:
for I = {i1, . . . , ik}, i1 < i2 < · · · < ik, and J = {j1, . . . , jk}, j1 < j2 < · · · < jk,

〈dxi1 ∧ · · · ∧ dxik , dxj1 ∧ · · · ∧ dxjk〉 =

{
1, I = J

0, otherwise.

Let 0 ≤ k ≤ n. The Hodge star is a map

? : ΛkΩ→ Λn−kΩ

defined by
α ∧ ?β = 〈α, β〉dx1 ∧ · · · ∧ dxn.

The exterior derivative d is a linear map

d : C∞(Ω,ΛkΩ)→ C∞(Ω,Λk+1Ω).

It is defined for f ∈ C∞(Ω) by

df =
n∑
i=1

∂f

∂xi
dxi,

and extended to higher order forms via the relations

d(α ∧ β) = (dα) ∧ β + (−1)kα ∧ dβ and d2α = 0

for α ∈ C∞(Ω,ΛkΩ) and β ∈ C∞(Ω,ΛlΩ).
The co-exterior derivative is the linear map

d∗ : C∞(Ω,ΛkΩ)→ C∞(Ω,Λk−1Ω)

given by d∗ = (−1)nk+n+1 ? d?.
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Definition 1.10. A finite dimensional smooth manifold G is a Lie group, if there
exists a group structure on G such that the maps

G×G→ G, (g, h) 7→ gh

and
G→ G, g 7→ g−1

are smooth.
The tangent space TeG of a Lie group G at the identity element e ∈ G is called a

Lie algebra.
A vector field X : G → TG is said to be left-invariant if for every g ∈ G, the

map lg : G → G, h 7→ gh fixes X, that is Dlg(h)(X(h)) = X(gh). The value of
a left-invariant vector field at the identity specifies the value at any other point by
X(g) = Dlg(e)(X(e)). ForX, Y ∈ TeG, letDlgX andDlgY denote the corresponding
left-invariant vector fields. Their commutator [DlgX,DlgY ] is a left-invariant vector
field. This defines a Lie bracket on TeG, by

[X, Y ] := [DlgX,DlgY ](e).

This is antisymmetric and satisfies the Jacobi identity:

[X, [Y, Z]] + [Y, [Z,X]] + [Z, [X, Y ]] = 0

for every X, Y, Z ∈ TeG [Lee03, Chap. 15].
Let G be a Lie group and g its Lie algebra. The adjoint action of G on g is a map

Ad : G× g→ g

given by
Ad(g, v) = DΦg(e)(v),

where Φg : G → G is the map h 7→ g−1hg and e ∈ G is the identity element. The
adjoint action Ad(g, v) is denoted by Adg(v).

1.1.1. Vector-valued forms. Let V be a finite dimensional vector space. A function
α : Ω→ V ⊗ ΛkΩ is called a V -valued form on Ω.

Suppose U and W are also finite dimensional vector spaces, and B : U × V → W
a bilinear map. Let k, l ∈ {1, . . . , n}, and let α : Ω→ U ⊗ΛkΩ and β : Ω→ V ⊗ΛlΩ
be U - and V - valued forms, respectively. Then define B(α∧ β) : Ω→ W ⊗Λk+lΩ by

B(α∧β)(p)(X1, . . . , Xk+l) =∑
σ∈Σn,k

sign(σ)B(α(p)(Xσ(1), . . . , Xσ(k)), β(p)(Xσ(k+1), . . . , Xσ(k+l))).

for p ∈ Ω and vectors X1, . . . , Xk+l ∈ Rn, where Σk,n is the set of permutations on n
elements preserving the order of the first k elements and the last n− k elements. In
particular for u ∈ U , v ∈ V , α ∈ ΛkΩ and β ∈ ΛlΩ,

B(u⊗ α ∧ v ⊗ β) = B(u, v)⊗ α ∧ β.
For example, let A : Ω→Mm×n ⊗ ΛkΩ be an (m× n)-matrix-valued k-form over

Ω, and let ρ : Ω→ Rn ⊗ ΛlΩ be an Rn-valued l-form over Ω. Then

A =

A11 · · · A1n

...
...

Am1 · · · Amn

 and ρ =

ρ1

...
ρn

 ,
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where ρi and Aij are l- and k-forms, respectively. In this case A∧ρ : Ω→ Rm⊗Λk+lΩ
is an Rm-valued (k + l)-form given by

A ∧ ρ =


∑n

j=1A
1j ∧ ρj
...∑n

j=1 A
mj ∧ ρj

 .

We can extend the Hodge star ? : ΛkΩ → Λn−kΩ to a map ? : V ⊗ ΛkΩ →
V ⊗ Λn−kΩ, by identifying ? with IdV ⊗ ?. If V has an inner product 〈·, ·〉V , then
define an inner product on V ⊗ ΛkΩ by

(1.9) 〈α, β〉 = ?〈α ∧ ?β〉V ,

where α, β ∈ V ⊗ ΛkΩ.
Let α, β ∈ Rn ⊗ Λ1Ω, then

α =

α1

...
αn

 and β =

β1

...
βn

 ,

where αi, βi ∈ Λ1Ω. Let

αi = Aijdx
j and βi = Bi

jdx
j.

We can identify α with the matrix A whose elements are given by Aij, and β can be
identified with B whose elements are given by Bi

j. In this way α, β ∈ Rn ⊗ Λ1Ω are
identified with (n× n)-matrices.
Proposition 1.11. Let α, β ∈ Rn ⊗Λ1Ω and let A and B denote the corresponding
matrices, then the inner product on Rn ⊗ Λ1Ω given by

〈α, β〉 = ?〈α ∧ ?β〉Rn

satisfies
〈α, β〉 = tr (AtB).

Proof. We calculate

〈α, β〉 = ?〈α ∧ ?β〉Rn

= ?

(
n∑
i=1

αi ∧ ?βi
)

=
n∑
i=1

?(αi ∧ ?βi)

=
n∑
i=1

〈αi, βi〉

=
n∑
i=1

n∑
j=1

AijB
i
j

= tr (AtB).

�
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Proposition 1.12. Let (V, 〈·, ·〉V ) be a finite dimensional inner product space. Let
A : V → V be an antisymmetric linear map on V . Then the induced map A′ :=
A ⊗ Id : V ⊗ ΛkΩ → V ⊗ ΛkΩ, is antisymmetric for the inner product defined in
(1.9), that is for every α, β ∈ V ⊗ ΛkΩ

(1.10) 〈α,A′β〉 = −〈A′α, β〉.
In particular

〈α,Aα〉 = 0,

for every α ∈ V ⊗ ΛkΩ.

Proof. It is sufficient to examine this for simple elements of the form v ⊗ α where
v ∈ V and α ∈ ΛkΩ. Let α, β ∈ ΛkΩ, and let v, w be elements of V . Then

〈v ⊗ α,A′(w ⊗ β)〉 = ?〈v,A(w)〉V (α ∧ ?β)

= − ? 〈A(v), w〉V (α ∧ ?β)

= −〈A′(v ⊗ α), w ⊗ β〉.
�

Proposition 1.13. Let R ∈ SO(n). Let R′ = R ⊗ Id : Rn ⊗ ΛkΩ → Rn ⊗ ΛkΩ.
Then, for every α ∈ Rn ⊗ ΛkΩ

(1.11) |R′α| = |α|.
Proof. It is sufficient to check for simple elements v ⊗ β where v ∈ Rn and β ∈ ΛkΩ.
We have

|R′(v ⊗ β)|2 = 〈R′(v ⊗ β), R′(v ⊗ β)〉
= 〈R(v)⊗ β,R(v)⊗ β〉
= 〈R(v), R(v)〉Rn ? (β ∧ ?β)

= |v|2|β|2

= |v ⊗ β|2.
�

In the future if it is unambiguous, we will denote A⊗ Id and R ⊗ Id by A and R
respectively.

We call an Rn-valued one-form ρ : Ω→ Rn⊗Λ1Ω a co-frame on Ω. More concretely,
a co-frame on Ω is a vector

ρ =

ρ1

...
ρn


where the elements ρi are one-forms. The determinant of ρ is

det ρ := ?ρ1 ∧ · · · ∧ ρn.
We call the frame dx : Ω→ Rn ⊗ Λ1Ω given by

dx =

dx1

...
dxn


the standard Cartesian co-frame. It satisfies |dx| = |I| =

√
n.
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Given an (n× n)-matrix A, we define A# : ΛkΩ→ ΛkΩ by

(A#α)(X1, . . . , Xk) = α(AX1, . . . , AXk),

for α ∈ ΛkΩ and X1, . . . , Xk ∈ Rn. N.b. for λ ∈ R, (λA)# : ΛkΩ → ΛkΩ is equal to
λk(A#).

Let V be a finite dimensional vector space. Given an (n×n)-matrix A, we identify
IdV ⊗ A# with A#. We also extend the exterior derivative to V -valued forms, by
identifying C∞(Ω, V ⊗ ΛkΩ) with V ⊗ C∞(Ω,ΛkΩ), and identifying d with IdV ⊗ d.
In this way we get a map

d : C∞(Ω, V ⊗ ΛkΩ)→ C∞(Ω, V ⊗ Λk+1Ω)

cf. [MT97, §16,17]. We define d∗ : C∞(Ω, V ⊗ ΛkΩ)→ C∞(Ω, V ⊗ Λk−1Ω) similarly
by identifying d∗ with IdV ⊗ d∗.

1.1.2. Lp spaces of differential forms. We say a form α : Ω → V ⊗ ΛkΩ is
measurable if for every open subset U ⊂ V ⊗ΛkΩ, α−1(U) is a Lebesgue measurable
set in Ω.

Given an inner product space V and induced inner product and norm on V ⊗ΛkΩ,
we can define Lp-spaces of V -valued forms for 1 ≤ p <∞ by

Lp(Ω, V ⊗ ΛkΩ) = {α : Ω→ ΛkΩ| α is measurable ;

∫
Ω

|α|p dx <∞}.

For p =∞ we define

L∞(Ω, V ⊗ ΛkΩ) = {α : Ω→ V ⊗ ΛkΩ| α measurable, ess sup |α| <∞}.
These are equivalent to saying that the coefficients are in Lp(Ω) for 1 ≤ p ≤ ∞.

We say forms are equal almost everywhere if they are equal outside of a set of
measure zero. After passing to equivalence classes as usual for 1 ≤ p ≤ ∞ the spaces
(Lp(Ω, V ⊗ ΛkΩ), ‖ · ‖p) are Banach spaces where

‖α‖p =

(∫
Ω

|α|p dx
)1/p

for 1 ≤ p <∞ and ‖α‖∞ = ess sup |α|.

The local Lp-spaces Lploc(Ω, V ⊗ΛkΩ) are defined to be the set of measurable functions
α : Ω→ V ⊗ΛkV for which for every x ∈ Ω there is an open set U ⊂⊂ Ω containing
x such that α|U ∈ Lp(U, V ⊗ ΛkΩ). As such, for 1 ≤ p ≤ q ≤ ∞ we have

Lqloc(Ω, V ⊗ ΛkΩ) ⊂ Lploc(Ω, V ⊗ ΛkΩ).

Let α ∈ L1
loc(Ω, V ⊗ ΛkΩ), ϕ ∈ C∞0 (Ω, V ⊗ ΛkΩ), and η ∈ C∞0 (Ω, V ⊗ Λn−kΩ).

Then we can define evaluations

(α, ϕ) :=

∫
Ω

〈α, ϕ〉 dx and (α ∧ η) :=

∫
Ω

〈α ∧ η〉V .

These evaluations make α a linear functional on the spaces C∞0 (Ω, V ⊗ ΛkΩ) and
C∞0 (Ω, V ⊗ Λn−kΩ). We call continuous linear functionals

C∞0 (Ω, V ⊗ ΛkΩ)→ R

distributional V -valued k-forms on Ω, and we denote the space of these functionals
by D ′(Ω, V ⊗ ΛkΩ). For α ∈ D ′(Ω, V ⊗ ΛkΩ) and ϕ ∈ C∞0 (Ω, V ⊗ ΛkΩ), we denote
the evaluation of α at ϕ by (α, ϕ).
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We extend d and d? to the space of distributional vector valued forms: for α ∈
D ′(Ω, V ⊗ ΛkΩ)

(dα, ϕ) := (α, d∗ϕ) and (d∗α, ψ) := (α, dψ)

for every ϕ ∈ C∞0 (Ω, V ⊗ Λk+1Ω) and ψ ∈ C∞0 (Ω, V ⊗ Λk−1Ω).
Proposition 1.14. Let 1 ≤ p ≤ ∞, 1 ≤ q ≤ ∞, p′ = p/(p− 1) and q′ = q/(q − 1).
Let U , V , and W be finite dimensional inner-product spaces and let B : V ×W → U
be a bilinear map. Suppose α ∈ Lploc(Ω, V ⊗ ΛkΩ) β ∈ Lqloc(Ω,W ⊗ ΛlΩ), dα ∈
Lq
′

loc(Ω, V ⊗ Λk+1Ω), and dβ ∈ Lp
′

loc(Ω,W ⊗ Λl+1Ω). If p ≥ q′, then

d(B(α ∧ β)) = B(dα ∧ β) + (−1)kB(α ∧ dβ)

and d(B(α ∧ β)) ∈ L1
loc(Ω, U ⊗ Λl+k+1Ω).

Proof. This is a standard application of smooth approximations [Eva98],[ISS]. �

We define the exterior Sobolev space W d,p(Ω, V ⊗ ΛkΩ) (also called the partial
Sobolev space), cf. [ISS], to be

W d,p(Ω, V ⊗ ΛkΩ) := {α ∈ Lp(Ω, V ⊗ ΛkΩ) : dα ∈ Lp(Ω, V ⊗ Λk+1Ω)}.
We equip this space with the norm

‖α‖W d,p := ‖α‖p + ‖dα‖p.
The subspace of W d,p(Ω, V ⊗ ΛkΩ) consisting of forms α ∈ W d,p(Ω, V ⊗ ΛkΩ)

satisfying ∫
Ω

〈α, d∗ϕ〉 dx =

∫
Ω

〈dα, ϕ〉 dx

for every ϕ ∈ C∞(Ω, V ⊗ Λk+1Ω) is denoted W d,p
T (Ω, V ⊗ ΛkΩ).

Similarly we define W d∗,p(Ω, V ⊗ ΛkΩ) to be

W d∗,p(Ω, V ⊗ ΛkΩ) = {α ∈ Lp(Ω, V ⊗ ΛkΩ) : d∗α ∈ Lp(Ω, V ⊗ Λk−1Ω}.
We equip this space with the norm

‖α‖W d∗,p = ‖α‖p + ‖d∗α‖p.
The subspace of W d∗,p(Ω, V ⊗ ΛkΩ) consisting of forms α ∈ W d∗,p satisfying∫

Ω

〈α, dϕ〉 dx =

∫
Ω

〈d∗α, ϕ〉 dx

for every ϕ ∈ C∞(Ω, V ⊗ Λk−1Ω) is denoted W d∗,p
N (Ω, V ⊗ ΛkΩ).

It follows from elementary algebra of the Hodge star operator that

? : W d,p(Ω, V ⊗ ΛkΩ)→ W d∗,p(Ω, V ⊗ Λn−kΩ)

is an isometry.
Proposition 1.15. The norms ‖ · ‖W d,p and ‖ · ‖W d∗,p make W d,p(Ω, V ⊗ ΛkΩ)

and W d∗,p(Ω, V ⊗ Λn−kΩ), respectively Banach spaces. Furthermore W d,p
T (Ω, V ⊗

ΛkΩ) and W d∗,p
N (Ω, V ⊗ Λk) are, respectively closed subspaces. Furthermore the sub-

space C∞(Ω, V ⊗ ΛkΩ) is dense in W d,p(Ω, V ⊗ ΛkΩ) and W d∗,p(Ω, V ⊗ ΛkΩ), while
C∞0 (Ω, V ⊗ ΛkΩ) is dense in W d,p

T (Ω, V ⊗ ΛkΩ) and W d∗,p
N (Ω, V ⊗ ΛkΩ).

Proof. This is proven for W d,p(Ω,ΛkΩ) and W d∗,p(Ω,ΛkΩ) in [ISS, Corollaries 3.6-
3.8]. It is elementary to extend the proof to vector valued forms, by fixing a basis in
V , and considering forms taking values in the span of each basis element. �
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We define the spaces

W 1,p(Ω,ΛkΩ) := {α ∈ Lp(Ω,ΛkΩ) : ∂iα ∈ Lp(Ω,ΛkΩ) for i = 1, . . . , n}.
And

W 1,p
N (Ω,ΛkΩ) := W 1,p(Ω,ΛkΩ) ∩W d∗,p

N (Ω,ΛkΩ),

W 1,p
T (Ω,ΛkΩ) = W 1,p(Ω,ΛkΩ) ∩W d,p

T (Ω,ΛkΩ),

Hp(Ω,ΛkΩ) := {α ∈ Lp(Ω,ΛkΩ) : dα = 0, d∗α = 0},
HT (Ω,ΛkΩ) = H1(Ω,ΛkΩ) ∩W d,1

T (Ω,ΛkΩ),

and
HN(Ω,ΛkΩ) = H1(Ω,ΛkΩ) ∩W d∗,1

N (Ω,ΛkΩ).

A significant point is that provided Ω is a smooth bounded domain, HN(Ω,ΛkΩ) and
HT (Ω,ΛkΩ) are finite dimensional spaces of forms whose derivatives to all orders
are continuous up to the boundary, while Hp(Ω,ΛkΩ) is a space of forms which are
smooth on the interior of Ω.

An important tool that we make use of is the Hodge decomposition for differential
forms [ISS, (1.2)]. It says that for a smooth bounded domain Ω ⊂ Rn

Lp(Ω,ΛkΩ) = d(W 1,p(Ω,Λk−1Ω))⊕ d∗(W 1,p
N (Ω,ΛkΩ))⊕HT (Ω,ΛkΩ),

Lp(Ω,ΛkΩ) = d(W 1,p
T (Ω,Λk−1Ω))⊕ d∗(W 1,p(Ω,ΛkΩ))⊕HN(Ω,ΛkΩ),

Lp(Ω,ΛkΩ) = d(W 1,p
T (Ω,Λk−1Ω))⊕ d∗(W 1,p

N (Ω,ΛkΩ))⊕Hp(Ω,ΛkΩ).

We extend this to vector valued forms by identifying Lp(Ω, V ⊗ ΛkΩ) = V ⊗
Lp(Ω,ΛkΩ).
Remark 1.16. Similarly for 1 ≤ p ≤ ∞ we define the spaces Lp(N , E ⊗ ΛkN ) and
Lploc(N , E ⊗ ΛkN ) of vector bundle valued forms, where E → N is a vector bundle
over the Riemannian manifold (N , 〈·, ·〉N ) with metric 〈·, ·〉E. In this case E⊗ΛkN )
has the Riemannian metric 〈·, ·〉E ⊗ 〈·, ·〉N ; cf. [MT97, §16].

1.1.3. Bundle-valued forms.
Definition 1.17. Let E → X and F → Y be vector bundles over distinct manifolds
X and Y with fibres Ex and Fy at the points x ∈ X and y ∈ Y , respectively. By
E⊕F → X ×Y we mean the vector bundle over X ×Y whose total space is given by

E ⊕ F = {(x, y, u, v) ∈ X × Y × E × F : x ∈ X , y ∈ Y , u ∈ Ex, v ∈ Fy},
and whose projection map is given by the Cartesian projection onto the first two
coordinates. The fibres (E ⊕ F )x,y are naturally isomorphic to Ex ⊕ Fy.

If E → X is a smooth vector bundle, we denote the smooth sections of E by Γ(E).
The set of such sections which are compactly supported is denoted Γ0(E).

Using this notation the bundle T (Ω×M) is canonically isomorphic to TΩ⊕ TM
via the natural inclusion maps: for y ∈ M TΩ → TΩ × {y} ⊂ T (Ω ×M), and for
x ∈ Ω, TM→ {x} × TM⊂ T (Ω×M).

For a given topological space X we define the 0-bundle over X , 0X → X with total
space

0X = {0} × X ,
and projection given by the Cartesian projection onto X .

Consequently T (Ω×M) is isomorphic to (TΩ⊕0M)⊕(0Ω⊕TM). In what follows we
identify these two bundles. Let ΠM : T (Ω×M)→ 0Ω⊕TM and ΠΩ : T (Ω×M)→
TΩ⊕ 0M denote the projections under this direct sum decomposition.
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Definition 1.18. The vector bundle TM⊗ ΛkΩ → M × Ω is defined to be the
bundle with total space

TM⊗ ΛkΩ :=
⋃
y∈M

(TyM)⊗ ΛkΩ,

and natural projection TM⊗ ΛkΩ→M× Ω. For y ∈M and x ∈ Ω, it has fibre

(TM⊗ ΛkΩ)(y,x) = TyM⊗ Λk
xΩ
∼= TyM⊗ ΛkRn.

Convention. For notational convenience we identify the bundles TM⊗ ΛkΩ →
M× Ω and TM⊗ ΛkΩ→ Ω×M with the map (x, y) 7→ (y, x). For every (x, y) ∈
Ω×M we note that (TM⊗ ΛkΩ)(x,y) = TyM⊗ Λk

xΩ.
Let 〈·, ·〉y denote the metric tensor of M at y. Then it is an inner product on

TyM, and we define

〈ξ, χ〉 = ?〈ξ ∧ ?χ〉y and |ξ| =
√
〈ξ, ξ〉

for ξ, χ ∈ TyM⊗ ΛkΩ.
Definition 1.19. Let α ∈ Γ(TM ⊗ ΛkΩ). For every x ∈ Ω, define the section
α|x :M→ TM⊗ Λk

xΩ by
α|x : y 7→ α(x, y).

For every y ∈M, define the section α|y : Ω→ TyM⊗ ΛkΩ by

x 7→ α(x, y).

The exterior derivative dΩ : Γ(TM⊗ ΛkΩ) → Γ(TM⊗ Λk+1Ω) is the linear map
which takes α ∈ Γ(TM⊗ ΛkΩ) to the section

dΩα : Ω×M→ TM⊗ Λk+1Ω, (x, y) 7→ d(α|y)(x).

The co-exterior derivative d∗Ω : Γ(TM⊗ ΛkΩ)→ Γ(TM⊗ Λk−1Ω) is the linear map
which takes α ∈ Γ(TM⊗ ΛkΩ) to the section

d∗Ωα : Ω×M→ TM⊗ Λk−1Ω, (x, y) 7→ d∗(α|y)(x).

Let ∇ denote the Levi-Civita connection for the product Riemannian metric:

∇ : Γ(Ω×M)→ Λ1(Ω×M)⊗ Γ(Ω×M).

The bundles 0M⊕ TM and TΩ⊕ 0M are parallel sub-bundles under the connection
(because of the product structure), so for any vector field X ∈ Γ(Ω×M)

∇X(Γ(TΩ⊕ 0M)) ⊂ Γ(TΩ⊕ 0M) and ∇X(Γ(0Ω ⊕ TM)) ⊂ Γ(0Ω ⊕ TM).

Let ρ ∈ Γ(TM⊗ Λ1Ω). For any vector X ∈ T (Ω ×M), the covariant derivative
of ρ, denoted by ∇Xρ, is

(∇Xρ)(Y ) = ∇X(ρ(Y ))− ρ(∇XY ),

where Y ∈ Γ(TΩ ⊕ 0M). This is well defined because ∇XY ∈ Γ(TΩ ⊕ 0M) and
∇X(ρ(Y )) ∈ Γ(0Ω ⊕ TM), so ∇Xρ ∈ Γ(TM⊗ Λ1Ω).
Definition 1.20. We define the vertical covariant derivative of ρ ∇Mρ to be a
section Ω×M→ (TM⊗ Λ1Ω))⊗ Λ1(Ω×M)

∇MX ρ = ∇(ΠMX)ρ,

where X ∈ T (Ω×M).
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We can also describe the exterior derivative of ρ using the covariant derivative:
dΩρ(X, Y ) = (∇Xρ)(Y )− (∇Y ρ)(X),

for X and Y in TΩ⊕0M. This can be easily verified using the fact that for a one-form
θ, and vector fields X and Y ,

(∇Xθ)(Y ) := X(θ(Y ))− θ(∇XY ).

Let N = Ω×M. Then TM⊗ΛkΩ can be identified with a subset of TN ⊗ΛkN
as an isometric embedding. Consequently, for 1 ≤ p ≤ ∞ we define the space
Lp(Ω×M, TM⊗ΛkΩ) to be the subset of Lp(N , TN ⊗ΛkN ) taking values almost
everywhere in TM⊗ΛkΩ, where Lp(N , TN ⊗ΛkΩ) was defined in Remark 1.16. We
define the space Lploc(Ω×M, TM⊗ ΛkΩ) similarly.

Similarly we define distributions D(Ω × M, TM ⊗ ΛkΩ) to be the set of α ∈
D(N , TN ⊗ ΛkN ) such that

(α, β) = 0

for all β ∈ Γ((TM⊗ ΛkΩ)⊥). We have similarly, that

L1
loc(Ω×M, TM⊗ ΛkΩ) ⊂ D(Ω×M, TM⊗ ΛkΩ).

For ρ ∈ L1
loc(Ω × M, TM ⊗ Λ1Ω), if there is a constant C ≥ 0 such that for

every triple of smooth compactly supported vector fields X ∈ Γ0(0M ⊕ TΩ) and
Z, Y ∈ Γ0(TM⊕ 0Ω)∣∣∣∣∫

Ω×M
〈ρ(X),∇ZY 〉+ 〈ρ(∇ZX), Y 〉 dxdy

∣∣∣∣ ≤ C‖X‖∞‖Z‖∞‖Y ‖1.

The smallest such C for which this holds is defined to be ‖∇Mρ‖∞.
Definition 1.21. Let A be a finite dimensional vector space, U ⊂ Rm a domain, yj
the coordinates of Rm, and f : Ω× U → A a smooth compactly supported function.
Define the differential operator ∇U by ∇Uf : Ω× U → A⊗ Rm,

∇Uf =
m∑
i=1

∂yif ⊗ dyi.

We define the formal adjoint of∇U to be the operator (∇U)∗ : C∞(Ω×U,A⊗Rm)→
C∞(Ω× U,A) for which∫

Ω×U
〈(∇U)∗φ, θ〉 dxdy =

∫
Ω×U
〈φ,∇Uθ〉 dxdy

for all C∞0 test functions θ : Ω× U → A.
Let θ ∈ D ′(Ω × U,A ⊗ Λ1Ω) and let φ ∈ C∞(Ω × U,A ⊗ Λ1Ω ⊗ Rm). Then
∇Uθ ∈ D ′(Ω× U,A⊗ Λ1Ω⊗ Rm) is given by the evaluation

(∇Uθ, φ) := (θ, (∇U)∗φ).





CHAPTER 2

The curvature of non-smooth connections

Ehresmann first developed his notion of connection in [Ehr51]. His connections gen-
eralise both affine and principal connections. Although Ehresmann connections can
be specified for more general fibre bundles, we will only be interested in the local
case, that is, a product Ω×M, whereM is a smooth m-dimensional manifold and
Ω ⊂ Rn is a smooth domain.
Definition 2.1. Let X be a smooth m-manifold. A sub-bundle of TX H is a
hyperplane distribution of rank k on X if it is a rank k sub-bundle of the tangent
bundle. That is Hp := H∩TpX is a k-dimensional subspace of TpX for every p ∈ X .
We say that H is smooth if it is a smooth manifold and the inclusion map H ↪→ TX
is a smooth vector bundle homomorphism.
Definition 2.2. Let X be a smoothm-manifold, andH a smooth rank k hyperplane
distribution. The distribution H is said to be integrable about a point x ∈ X if there
is a neighbourhood U of x, and a diffeomorphism φ : U → V ⊂ Rk×Rm−k such that
Dφ−1

φ(p)|Rk×{0} is an isomorphism onto Hp for all p ∈ U . The distribution H is said to
be completely integrable if it is integrable about every point.

We denote by Γ(H) the set of smooth vector fields v : X → TX such that v(p) ∈ Hp

for every p ∈ X .
Theorem 2.3 (Frobenius’ integrability condition). Let X be a smooth manifold and
H a smooth hyperplane distribution in X . Then H is completely integrable if and
only if for every pair of smooth vector fields X, Y ∈ Γ(H), we have

[X, Y ] ∈ Γ(H).

Theorem 2.3 is proved in many differential geometry text books cf. [Lee03, Theo-
rem 14.5]. Subsequently this condition will be expressed as:

(2.1) [H,H] ⊂ H.

Definition 2.4. An Ehresmann connection H on the product Ω ×M over Ω is a
smooth vector sub-bundle of T (Ω×M) satisfying

T (Ω×M) = H⊕ V ,

where V is the bundle V = 0Ω ⊕ TM.
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We now make more explicit some facts about Ehresmann connections. Let πΩ

denote the Cartesian projection onto Ω, and let πM denote the projection ontoM:

πΩ : Ω×M→ Ω and πM : Ω×M→M.

Lemma 2.5. Let H be a smooth n-dimensional hyperplane distribution on Ω ×M.
Then H is a smooth Ehresmann connection if and only if for every (x, y) ∈ Ω×M,
DπΩ|Hx,y : Hx,y → TxΩ is a linear isomorphism.

Proof. Assume H is an Ehresmann connection; H is a smooth distribution such that
H ⊕ V = T (Ω ×M). The map πΩ : Ω ×M → Ω is a submersion, that is, the
differential of the map Dx,yπΩ : Tx,y(Ω ×M) → TxΩ is a surjection for every x ∈ Ω
and y ∈ M, and V = kerDπΩ. So Dπ|H is a fibrewise isomorphism from Hx,y to
TxΩ.

For the converse we observe that, since V = kerDπΩ, and H ∩ kerDπΩ = 0Ω×M,
we have that H⊕ V = T (Ω×M). �

A section
ρ : Ω×M→ TM⊗ Λ1Ω

is called an Ehresmann connection form.
Lemma 2.6. Let H ⊂ T (Ω×M) be an n-dimensional hyperplane distribution. Then
H is a smooth Ehresmann connection if and only if there is a smooth Ehresmann
connection form ρ : Ω×M→ TM⊗ Λ1Ω such that

H = (id + ρ)(TΩ⊕ 0M).

Proof. First, to clarify, we identify TM⊗Λ1Ω with Hom(TΩ⊕0M, 0Ω⊕TM) canon-
ically. Now given an Ehresmann connection we have, by Lemma 2.5, that DπΩ|H :
H → TΩ is an isomorphism on fibres. We define the bundle map ΠΩ : H → TΩ⊕0M
by

ΠΩ(V ) = (Dx,yπΩ(V ), 0),

for V ∈ Hx,y and (x, y) ∈ Ω ×M. Because H is a smooth Ehresmann connection,
the map ΠΩ is a smooth vector bundle isomorphism from H to TΩ⊕ 0M. Similarly
we define a map ΠM : H → 0Ω ⊕ TM by

ΠM(V ) = (0, Dx,yπM(V )),

where V ∈ Hx,y. We note that, in general, this map is not an isomorphism.
Let ρ := ΠM◦Π−1

Ω . Since 0Ω⊕TM and TΩ⊕0M form a direct sum decomposition
of T (Ω×M), we have that for any V ∈ H,

V = ΠΩ(V ) + ΠM(V )

= ΠΩ(V ) + ΠM ◦ Π−1
Ω (ΠΩ(V ))

= ΠΩ(V ) + ρ(ΠΩ(V )).

In particular we have that H is of the form W + ρ(W ) for W in TΩ⊕ 0M;

H = {W + ρ(W ) ∈ T (Ω×M) : W ∈ TΩ⊕ 0M}.

Given a section ρ : Ω ×M → TM⊗ Λ1Ω such that H = (id + ρ)(TΩ ⊕ 0M), we
have that the natural projection DπΩ|H : H → TΩ is a fibrewise isomorphism, since
ρ(TΩ⊕ 0M) ⊂ 0Ω ⊕ TM = kerDπΩ. Hence H is an Ehresmann connection. �
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2.1. Smooth connections and curvature

We define the curvature of ρ ∈ Γ(TM⊗ Λ1Ω) to be the section of TM⊗ Λ2Ω
given by:
(2.2) F (X, Y ) := dΩρ(X, Y ) + (∇ρ(X)ρ)(Y )− (∇ρ(Y )ρ)(X),

where X, Y ∈ TΩ⊕ 0M.
Remark 2.7. The curvature is equivalent to the following expansion
(2.3) F (X, Y ) = (∇X+ρ(X)ρ)(Y )− (∇Y+ρ(Y )ρ)(X).

This can be verified by expanding the exterior derivative of ρ.
Lemma 2.8. Let ρ : Ω×M→ TM⊗Λ1Ω be a smooth Ehresmann connection form.
Let X and Y be smooth vector fields on Ω ×M, taking values in TΩ ⊕ 0M. The
curvature F (X, Y ) is the unique vector field valued in V, such that

(2.4) [X + ρ(X), Y + ρ(Y )]− F (X, Y ) ∈ Γ(H).

Proof. Denote by W the commutator
W := [X + ρ(X), Y + ρ(Y )].

First we show uniqueness. Because V ⊕ H = T (Ω ×M), we have that there is a
unique direct sum decomposition of W

W = WH +WV ,

where WH ∈ H and WV ∈ V . Thus there is a unique vector field WV such that
W −WV ∈ H.

Now we must show that F (X, Y ) = WV . We may write
W = H + V

where H ∈ TΩ⊕ 0M and V ∈ 0Ω ⊕ TM = V . Then
W = H + ρ(H)− ρ(H) + V.

Now H + ρ(H) ∈ H and ρ(H) ∈ V so V − ρ(H) ∈ V , as such
WH = H + ρ(H) and WV = V − ρ(H).

In order to prove the result we must show that F (X, Y ) = V − ρ(H).
We use the torsion-free property of the Levi–Civita connection to write

W = ∇X+ρ(X)(Y + ρ(Y ))−∇Y+ρ(Y )(X + ρ(X)).

Since ∇ is a Levi-Civita connection for the product metric, for any vector fields
X ∈ Γ(TΩ⊕ 0M) and U ∈ Γ(0Ω ⊕ TM), and vector Z ∈ T (Ω×M)

∇ZX ∈ TΩ⊕ 0M ∇ZU ∈ 0Ω ⊕ TM.

Consequently
H = ∇X+ρ(X)Y −∇Y+ρ(Y )X, and V = ∇X+ρ(X)(ρ(Y ))−∇Y+ρ(Y )(ρ(X)).

Then
V − ρ(H) = ∇X+ρ(X)(ρ(Y ))− ρ(∇X+ρ(X)Y )

−∇Y+ρ(Y )(ρ(X)) + ρ(∇Y+ρ(Y )X)

= (∇X+ρ(X)ρ)(Y )− (∇Y+ρ(Y )ρ)(X)

= F (X, Y ),
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and F (X, Y ) statisfies the claim of the Lemma. �

Corollary 2.9. Let ρ : Ω×M→ TM⊗ Λ1Ω be a smooth Ehresmann connection
form and F : Ω×M → TM⊗ Λ2Ω the curvature of ρ. Then idΩ ⊕ ρ(TΩ⊕ 0M) is
integrable if and only if

(2.5) F (X, Y ) = 0

for all smooth vector fields X, Y ∈ Γ(TΩ⊕ 0M).
This is essentially a restatement of the classical Frobenius theorem in the context

of Ehresmann connections

Proof. LetH = idΩ⊕ρ(TΩ⊕0M). Let X and Y be smooth vector fields taking values
in H. Then by Lemma 2.8 [X + ρ(X), Y + ρ(Y )] ∈ H if and only if F (X, Y ) = 0.
Subsequently [H,H] ⊂ H if and only if F (X, Y ) = 0 for all X and Y in Γ(TΩ⊕0M).
Consequently by Theorem 2.3, H is integrable if and only if F (X, Y ) = 0. �

Remark 2.10. Because of Lemma 2.8, the curvature is independent of the choice of
torsion-free covariant derivative. As such it is also independent of the metric. See
[MT97, §17] for more details.

The curvature of ρ can be expressed in coordinates as well. Let y : U ⊂M→ V ⊂
Rm be a coordinate chart. Let x = (x1, . . . , xn) denote the standard coordinates in Ω.
In this case, using the summation convention and using the expressions X = X i∂xi
and Y = Y i∂xi , we have

ρ = ρaj∂ya ⊗ dxj, ρ(X) = ρajX
j∂ya and ρ(Y ) = ρajY

j∂ya ,

and the curvature is given by

(2.6) F =

(
∂ρbk
∂xi
− ∂ρbi
∂xk

+ ρai
∂ρbk
∂ya
− ρak

∂ρbi
∂ya

)
∂yb ⊗ dxi ∧ dxk.

Definition 2.11. Let ρ ∈ Γ(TM⊗ Λ1Ω). Define |∇Mρ| : Ω×M→ R by

(x, y) 7→ sup{|∇Y ρ(X)| : Y ∈ TyM, X ∈ Rn, |Y | ≤ 1, |X| ≤ 1}.

Let c : Ω→ R be a function. We say ρ is vertically Lipschitz with respect to c, if for
every (x, y) ∈ Ω×M

|∇Mρ|(x, y) ≤ c(x).

Definition 2.12. Let ρ be a smooth Ehresmann connection and σ : [0, 1] → Ω an
absolutely continuous curve starting at x0 and ending at x1. A lift of σ along ρ
starting at y0 ∈ M is an absolutely continuous curve γ : [0, 1] → Ω ×M for which
γ(0) = (x0, y0), πΩ ◦ γ = σ, and

γ̇(t) = σ̇(t) + ρσ(t),γ(t) · σ̇(t)

for almost every t ∈ [0, 1].
Remark 2.13. If γ : [0, 1]→ Ω×M is a lift of σ : [0, 1]→ Ω starting at y0, then γ
is a solution to the initial value problem

γ̇ = σ̇ + ρ(σ̇)

and
γ(0) = (σ(0), y0).
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To minimise notation, we identify the lift γ : [0, 1] → Ω ×M with it’s projection
ontoM where convenient. If γ : [0, 1]→M is said to be a lift of σ : [0, 1]→ Ω, then
it is to be understood that

t 7→ (σ(t), γ(t))

is a lift of σ in the sense previously defined.
Remark 2.14. Let c : Ω → R. IfM is complete and ρ is vertically Lipschitz with
respect to c, then for any C1 curve σ for which c ◦ σ is locally integrable and any
starting point y0 there exists a unique lift of γ starting at y0. This is because γ is
the unique solution of an initial value problem [Lev55].
Lemma 2.15. Let V : R×Rm → Rm be a measurable family of Lipschitz vector fields
with uniform Lipschitz constant C, that is Vt = V (t, ·) : Rm → Rm is C-Lipschitz for
almost every t. Suppose for y ∈ Rm, γy : [0, 1]→ Rm is a solution of the initial value
problem

∂tγy(t) = Vt(γy(t))

γy(0) = y.

Then
e−Ct|y − y′| ≤ |γy(t)− γy′(t)| ≤ eCt|y − y′|.

In particular for t ≤ 1,

e−C |y − y′| ≤ |γy(t)− γy′(t)| ≤ eC |y − y′|.

Proof. Let y, y′ ∈ Rm. Since γy and γy′ are absolutely continuous, t 7→ |γy(t)−γy′(t)|
is differentiable a.e. and

|∂t|γy(t)− γy′(t)|| ≤ |∂tγy(t)− ∂tγy′(t)|
= |Vt(γy(t))− Vt(γy′(t))|
≤ C|γy(t)− γy′(t)| for a.e. t ∈ [0, 1].

Thus multiplying by e−Ct yields

e−Ct∂t|γy(t)− γy′(t)| − Ce−Ct|γy(t)− γy′(t)| ≤ 0,

and we obtain
∂t
(
e−Ct|γy(t)− γy′(t)|

)
≤ 0.

When we integrate both sides from 0 to τ , we arrive at

e−Cτ |γy(τ)− γy′(τ)| − |γy(0)− γy′(0)| ≤ 0.

Rearranging we obtain

|γy(τ)− γy′(τ)| ≤ eCτ |γy(0)− γy′(0)|
≤ eCτ |y − y′|.

Similarly,

∂te
Ct|γy(t)− γy′(t)| ≥ 0.

We can again integrate to obtain

e−Cτ |y − y′| ≤ |γy(τ)− γy′(τ)|.

�
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2.2. Non-smooth connections

Considering an Ehresmann connection as a section of a vector bundle allows us to
work with measurable and distributional Ehresmann connections. For the rest of the
text, we assumeM to be Riemannian and complete.

If ρ : Ω ×M → TM⊗ Λ1Ω is measurable, we call it a measurable Ehresmann
connection form. For every (x, y) ∈ Ω×M it defines a subspace H(x,y) ⊂ T(x,y)(Ω×
M) ⊂ T (Ω×M) given by

H(x,y) := {X + ρ(x,y)(X) : X ∈ TxΩ}.
Let

H =
⋃

(x,y)∈Ω×M

H(x,y) ⊂ T (Ω×M).

This is the measurable Ehresmann connection associated to ρ.
Definition 2.16. LetM be a smooth Riemannian manifold. We define A(Ω×M)
to be the set of ρ ∈ L∞(Ω×M, TM⊗ Λ1Ω) such that

(1) ‖dΩρ‖∞ <∞ and
(2) ‖∇Mρ‖∞ <∞.
We define Aloc(Ω×M) to be the set of ρ ∈ L∞loc(Ω×M, TM⊗ Λ1Ω) such that
(1) ρ is uniformly vertically Lipschitz, i.e. ‖∇Mρ‖∞ <∞; n.b. this condition is

not local,
(2) dρ ∈ L∞loc(Ω×M, TM⊗ Λ2Ω), and
(3) for every U ⊂M, ρ|Ω× U ∈ L∞(Ω× U, TU ⊗ Λ1Ω).

Proposition 2.17. Let ψ : U ⊂⊂ M → V ⊂ Rm be a coordinate chart smooth up
to the boundary and compactly contained in M. Let ρ : Ω ×M → TM⊗ Ω be a
measurable Ehresmann connection form. Then the coordinate transformation idΩ×ψ
induces an Ehresmann connection form ρ̃ : Ω× V → TV ⊗ Λ1Ω satisfying

Ω×M
ρ

// TM⊗ Λ1Ω

Ω× V

idΩ×ψ−1

OO

ρ̃
// TV ⊗ Λ1Ω

Dψ−1⊗idΛ1Ω

OO
.

We call ρ̃ a coordinate representation of ρ on (U, ψ).

Proof. Denote by Φ the diffeomorphism idΩ × ψ : Ω × U → Ω × V . Then Φ∗ :
T (Ω×U)→ T (Ω×V ) is a vector bundle isomorphism. In particular, Φ∗ : 0Ω⊕TU →
0Ω ⊕ TV ∼= Rm × (Ω× V ).

Similarly Φ−1∗ : Λ1(Ω × U) → Λ1(Ω × V ) is a vector bundle isomorphism taking
T ∗Ω⊕ 0U to T ∗Ω⊕ 0V .

We combine these two maps to yield a map Ψ := Φ∗ ⊗ Φ−1∗ : TU ⊗ Λ1Ω →
TV ⊗ Λ1Ω. The new connection form ρ̃ : Ω× V → TV ⊗ Λ1Ω is defined as

ρ̃ := Ψ ◦ ρ ◦ Φ−1.

�

Proposition 2.18. Let U ⊂⊂M, ψ : U → V be a coordinate neighbourhood onM,
which is smooth up to the boundary of U . Let ρ ∈ Aloc(Ω ×M) be an Ehresmann
connection form, and let ρ̃ : Ω×V → TV ⊗Λ1Ω denote its coordinate representation
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on (U, ψ). Suppose further that |dΩρ| is essentially bounded on Ω × U . Then ρ̃ ∈
A(Ω× U).

Proof. It is sufficient to verify this calculation in coordinates. First because U is
compactly contained in M, ρ is essentially bounded on U . Furthermore ψ, the
coordinate chart, is smooth and hence C1 up to the boundary. Hence ρ̃ is essentially
bounded on Ω× V .

Now the vertical covariant derivative ∇Mρ is essentially bounded and given by

∇Mβ ραi = ∂yβρ
α
i + Γαµβρ

µ
i

which rearranged yields

∂yβρ
α
i = ∇Mβ ραi − Γαµβρ

µ
i .

where Γαµβ are the Christoffel symbols of the metric onM. Because ψ is C1 up to the
boundary of U , the summands are continuous up to the boundary of V . Consequently
∂yβρ

α
i is the sum of two essentially bounded functions, and hence is itself essentially

bounded. The operator dΩ does not change under the coordinate transformation, so
dΩρ̃ is merely (Ψ−1)∗dΩρ. Hence dΩρ̃ is essentially bounded. �

Definition 2.19. Let ρ ∈ Aloc(Ω×M). We define

Fρ ∈ L∞loc(Ω×M, TM⊗ Λ2Ω)

by
Fρ(X, Y ) = (∇Mρ(X)ρ)(Y )− (∇Mρ(Y )ρ)(X) + dΩ(X, Y )

for X, Y ∈ Rn.

2.3. Holonomy bounds for smooth connections

An important notion for a connection is that of holonomy. Intuitively the holonomy
of a connection tells us how much the start and endpoints of a lift along a closed
loop differ. In this section we make more concrete the notion that “curvature is an
infinitesimal measure of holonomy”.
Definition 2.20. Let σ : [0, 1] → Ω be a closed absolutely continuous curve and
ρ ∈ Γ(TM ⊗Λ1Ω) a smooth Ehresmann connection form on Ω×M. The holonomy
along ρ about σ starting at y ∈M is defined by

Hol(ρ, σ, y) := d(γy(0), γy(1)),

where γy is the lift of σ along ρ starting at y. Note that this is independent of a
choice of parametrisation of σ. Consequently if σ|(0, 1) is a homeomorphism and
σ(0) = σ(1) = x0, we can define the holonomy about (S, x0) along ρ starting at y to
be

Hol(ρ, (S, x0), y) = Hol(ρ, σ, y),

where S = σ([0, 1]).
Lemma 2.21. Let c : Ω→ R be a continuous function and ρ : Ω×M→ TM⊗Λ1Ω a
smooth Ehresmann connection form, vertically Lipschitz with respect to c and bounded
by C. Suppose that σ : [0, 1] → Ω is an absolutely continuous curve, and let R =
C`(σ), where `(σ) is the length of σ. If y ∈ M is such that B(y,R) ⊂⊂ M, then a
lift of σ starting at y exists.
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Proof. This is a straightforward application of the existence and uniqueness of ODEs.
�

Definition 2.22. We say that a continuous map σ : [0, 1]2 → Ω is a null homotopy
if

• σ(0, t) = σ(0, 0) for every t ∈ [0, 1]; and
• σ(s, 0) = σ(s, 1) = σ(0, 0) for every s ∈ [0, 1].

If for every s ∈ [0, 1] the map t 7→ σ(s, t) is absolutely continuous, we say σ is an AC
null homotopy.
Definition 2.23. Let Σ ⊂ Ω be a closed subset. We say that σ : [0, 1]2 → Ω is a
null-homotopic parametrisation of Σ if

• σ is an AC null-homotopy,
• σ([0, 1]2) = Σ, and
• σ|(0, 1)2 : (0, 1)2 → σ((0, 1)2) is a homeomorphism.

Given a null-homotopic parametrisation of Σ, we define the interior of Σ, Int(Σ) =
σ((0, 1)2).
Definition 2.24. Let ρ ∈ Γ(TM⊗Λ1Ω) be a smooth Ehresmann connection form.
If σ is an AC null homotopy, we say that γ : [0, 1]2 → Ω ×M is a lift of σ along ρ
starting at y ∈ M if for every s ∈ [0, 1], the map t 7→ γ(s, t) is the lift of the curve
t 7→ σ(s, t) along ρ starting at y ∈M.
Definition 2.25. Let ρ ∈ Γ(TM⊗ Λ1Ω) be a smooth Ehresmann connection form
and σ : [0, 1]2 → Σ ⊂ Ω be a null-homotopic parametrisation of Σ. Let γ : [0, 1]2 →
Σ ×M be a lift of σ along ρ starting at y ∈ M. We say that h : Int(Σ) →M is a
height function on Σ for γ if

γ(s, t) = (σ(s, t), h(σ(s, t)))

for every (s, t) ∈ (0, 1)2.
Lemma 2.26. Let c : Ω→ R be a continuous function and let ρ : Ω×M→ TM⊗Λ1Ω
be a smooth Ehresmann connection form, vertically Lipschitz with respect to c and
bounded by C. Let σ : [0, 1]2 → Ω be a null homotopy which is C2 up to the boundary.
Let y0 ∈M be a point such that B(y0, C sups∈[0,1] `(σs)) ⊂⊂M, where σs : [0, 1]→ Ω

is the curve t 7→ σ(s, t). Then there exists a lift γ : [0, 1]2 → Ω ×M of σ along ρ
starting at y0 and

(2.7) Hol(ρ, σ1, y0) ≤
∫

[0,1]2
exp

(∫ 1

t

c(σs(t
′)) |∂tσs| dt′

)
|Fρ ◦ γ||∂tσ ∧ ∂sσ| ds dt,

where Fρ is the curvature of ρ.

Proof. The condition on y0 and Lemma 2.21 guarantee the existence of the lift γ :
[0, 1]2 → Ω ×M. The goal is to show that the holonomy of the extremal curve in
the null homotopy σ can be found by the s-derivative of the lift γ.

We embed M isometrically into some RN using a Nash embedding [Nas56]. In
this case we can embed Ω×M in Rn × RN = Rn+N , so we can identify vectors and
derivations.

Now σ : [0, 1]2 → Rn and γ : [0, 1]2 → Rn+N . We identify vectors of Rn with those
of Rn+N via the standard inclusion v 7→ (v, 0) ∈ Rn×RN = Rn+N . Furthermore, the
Levi-Civita connection is given by standard partial differentiation, so ∇ now denotes
the gradient operator. Let S = ∂sσ and T = ∂tσ. These are maps [0, 1]2 → Rn ⊂
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Rn+N . Since σ and γ are C2 we have ∂s∂tσ = ∂t∂sσ and ∂s∂tγ = ∂t∂sγ, and so
∂tS = ∂sT . Since γ is a lift σ,

∂tγs = ∂tσs + (ρ ◦ γ) · ∂tσs

for all s ∈ [0, 1]. We have denoted by (ρ ◦ γ) · ∂tσs the vector field

(s, t) 7→ ρ(γ(s, t))(∂tσs(t)).

By the chain rule
∇(ρ ◦ γ) = (∇∇γρ) ◦ γ.

In particular
∂s(ρ ◦ γ) = (∇∂sγρ) ◦ γ

and

∂t(ρ ◦ γ) = (∇∂tγρ) ◦ γ
= (∇[∂tσ+(ρ◦γ)·∂tσ]ρ) ◦ γ
= (∇[T+(ρ◦γ)·T ]ρ) ◦ γ.

Let
E := ∂sγ − (S + (ρ ◦ γ) · S).

We examine the t derivative of E:

∂tE = ∂t∂sγ − ∂t∂sσ − (∂t(ρ ◦ γ)) · ∂sσ − (ρ ◦ γ) · ∂t∂sσ
= ∂s∂tγ − ∂s∂tσ − [(∇[T+(ρ◦γ)·T ]ρ) ◦ γ] · ∂sσ − (ρ ◦ γ) · ∂t∂sσ
= ∂s[(ρ ◦ γ) · ∂tσ]− [(∇[T+(ρ◦γ)·T ]ρ) ◦ γ] · ∂sσ − (ρ ◦ γ) · ∂t∂sσ
= [∂s(ρ ◦ γ)] · ∂tσ + (ρ ◦ γ) · ∂s∂tσ − [(∇[T+(ρ◦γ)·T ]ρ) ◦ γ] · ∂sσ
− (ρ ◦ γ) · (∂t∂sσ)

= [(∇∂sγρ) ◦ γ] · T − [(∇[T+(ρ◦γ)·T ]ρ) ◦ γ] · S
= [(∇∂sγρ) ◦ γ] · T − [(∇[S+(ρ◦γ)·S]ρ) ◦ γ] · T

+ [(∇[S+(ρ◦γ)·S]ρ) ◦ γ] · T − [(∇[T+(ρ◦γ)·T ]ρ) ◦ γ] · S
= [(∇[∂sγ−S−(ρ◦γ)·S]ρ) ◦ γ] · T + (Fρ ◦ γ)(S, T )

= [(∇Eρ) ◦ γ](T ) + (Fρ ◦ γ)(S, T ).

For every s ∈ [0, 1], the map t 7→ E(s, t) is absolutely continuous and hence |∂t|E|| ≤
|∂tE| for almost every t ∈ [0, 1]. Hence

|∂t|E|| ≤ |∂tE|
≤ |(Fρ ◦ γ)(S, T )|+ |((∇Eρ) ◦ γ)(T )|
≤ |(Fρ ◦ γ)(S, T )|+ |E||T |(c ◦ σ)

almost everywhere in [0, 1]2. Let f : [0, 1]2 → R be the function |E|, and let us
introduce a function g : [0, 1]2 → (0,∞) given by

(s, t) 7→ exp(−
∫ t

0

(c ◦ σ)(s, t′)|T | dt′).
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Then ∂tg = −|T |(c ◦ σ)g and |∂tf | ≤ |(Fρ ◦ γ)(S, T )|+ |T |(c ◦ σ) f , and hence

g(s, 1)f(s, 1)−g(s, 0)f(s, 0)

=

∫ 1

0

∂t[g(s, t)f(s, t)] dt

≤
∫ 1

0

−|T |(c ◦ σ) g f + |T |(c ◦ σ) g f + |Fρ ◦ γ(S, T )|g dt

≤
∫ 1

0

|Fρ ◦ γ(S, T )|g dt.

Now ∂sγ and S are both zero for t = 0, while S(s, 1) = 0. Hence f(s, 0) = 0 and
f(s, 1) = |∂sγ(s, 1)| for s ∈ [0, 1]. This yields

g(s, 1)|∂sγ(s, 1)| ≤
∫ 1

0

g(s, t)|Fρ ◦ γ(S, T )| dt

for every s ∈ [0, 1]. Consequently

|∂sγ(s, 1)| ≤
∫ 1

0

g(s, t)

g(s, 1)
|(Fρ ◦ γ)(S, T )| dt

≤
∫ 1

0

exp

(∫ 1

t

(c ◦ σ)(s, t′) |T | dt′
)
|(Fρ ◦ γ)(S, T )| dt

for every s ∈ [0, 1].
Because Fρ is antisymmetric, we have that |Fρ(S, T )| is bounded by |Fρ| |S ∧ T |.

Hence when we integrate with respect to s from 0 to 1, we get

d(γ(1, 1), γ(0, 1)) ≤
∫ 1

0

|∂sγ(s, 1)| ds

≤
∫∫

[0,1]2
exp

(∫ 1

t

(c ◦ σ)(s, t′) |T | dt′
)
|Fρ ◦ γ| |S ∧ T | dt ds.

But γ(0, 1) = γ(1, 0) = γ(0, 0), from which the result follows. �

Lemma 2.27. Let Σ ⊂ Ω be a closed convex subset, contained in an affine two-
plane, which is homeomorphic to a closed disk. For 0 ≤ r ≤ 1 there exists a path
ζr : [0, 1]→ Σ, and a null homotopy σr : [0, 1]2 → Σ, satisfying properties

(1) σ1 is a null-homotopic parametrisation of Σ;
(2) ζ1|[0, 1) is an arc, and ∂Σ = ζ1([0, 1]);
(3) for 0 ≤ r ≤ 1, σr is a smooth embedding on (0, 1)2;
(4) t 7→ σr(1, t) is equal to ζr;
(5) limr→1 ‖ζr − ζ1‖1,1 = 0;
(6) for r < 1, σr is smooth up to the boundary of [0, 1]2;
(7) for every 0 ≤ s < 1

lim
r→1
‖σr(s, ·)− σ1(s, ·)‖1,1 = 0.

Proof. Without loss of generality we may assume that Σ ⊂ R2 = C ⊂ R2×Rn−2 and
that 0 ∈ Σ. Suppose that B(0, ε) ⊂ Σ ⊂ B(0, R). Since Σ is convex, ∂Σ is Lipschitz
regular [Mor08, Lemma 3.4.1]. Let ζ : S1 → ∂Σ be the bi-Lipschitz projection

e2πit 7→ R(t)e2πit,
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where R : R→ [0,∞) is a 1-periodic Lipschitz map.
Let ϕ : R→ [0,∞) be a smooth function compactly supported in [−1, 1] satisfying

ϕ(x) = ϕ(−x)∫
R
ϕ(x) dx = 1.

Let a > ε/‖R′‖∞. Define the map F : [0, 1]× R→ [0, R]× R by

(r, t) 7→

(
[1− a(1− r)]

∫
R

ϕ
(
t′−t
1−r

)
1− r

R(t′) dt′, t

)
,

which is smooth on [0, 1)× R. Let F1 and F2 denote the coordinate functions of F ,
i.e. F (r, t) = (F1(r, t), F2(r, t)). Then

∂tF1(r, t) = [1− a(1− r)]
∫
R

ϕ′
(
t′−t
1−r

)
1− r

−1

1− r
R(t′) dt′

= [1− a(1− r)]
∫
R

ϕ
(
t′−t
1−r

)
1− r

R′(t′) dt′.

So |∂tF1| ≤ ‖R′‖∞.
Then

∂rF1(r, t) = a

∫
R

ϕ
(
t′−t
1−r

)
1− r

R(t′) dt′

+ [1− a(1− r)]
∫
R
R(t′)

ϕ′
(
t′−t
1−r

)
(1− r)

t′ − t
(1− r)2

dt′

+ [1− a(1− r)]
∫
R
R(t′)

ϕ
(
t′−t
1−r

)
(1− r)2

dt′

= a

∫
R
R(t′)

ϕ
(
t′−t
1−r

)
1− r

dt′ − [1− a(1− r)]
[ ∫

R
R′(t′)

ϕ
(
t′−t
1−r

)
1− r

t′ − t
1− r

dt′

+

∫
R
R(t′)

ϕ
(
t′−t
1−r

)
1− r

1

1− r
dt′ −

∫
R
R(t′)

ϕ
(
t−t′
1−r

)
(1− r)2

dt′
]

= a

∫
R
R(t′)

ϕ
(
t−t′
1−r

)
1− r

dt′ + [1− a(1− r)]
∫
R
R′(t′)

ϕ
(
t′−t
1−r

)
1− r

t− t′

1− r
dt′.

It follows from this that |∂rF1(r, t)| ≤ aR + [1 + a]‖R′‖∞. Furthermore, because
R(t) > ε for every t ∈ R,

|∂rF (r, t)| ≥ aε− |1− a(1− r)|
∣∣∣∣ ∫

R
R′(t′)

ϕ
(
t′−t
1−r

)
1− r

t′ − t
1− r

dt′
∣∣∣∣

≥ aε− |1− a(1− r)|
∫ t+(1−r)

t−(1−r)
|R′(t′)|

ϕ
(
t′−t
1−r

)
1− r

∣∣∣∣ t′ − t1− r

∣∣∣∣ dt′
≥ aε− [1− a(1− r)]‖R′‖∞

∫ 1−r

r−1

ϕ
(

t′

1−r

)
1− r

∣∣∣∣ t′

1− r

∣∣∣∣ dt′
≥ aε− [1− a(1− r)]‖R′‖∞ > 0.
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Hence there is a δ > 0 such that for some 1/2 < r0 < 1 and every r > r0, δ <
|∂rF1(r, t)|. Furthermore Jf > 0 on [r0, 1) × R, and so F is a diffeomorphism on
[r0, 1)× R.

The functions t 7→ F (r, t) converge, for every 1 ≤ p < ∞, in W 1,p([0, 1],R) to
t 7→ R(t) as r → 1 by standard results on convolution [Eva98, 5.3.1].

Let f : [0, 1] → R be the map t 7→ F (r0, t) and let g be the map t 7→ ∂rF (r0, t).
Assume F (r, t) > ε for all t ∈ [0, 1] and r ∈ [r0, 1]. For every t ∈ [0, 1] define a
piecewise linear function p′t : [1/2, r0]→ R by

p′t(1/2) = ε, p′t(1/2 + δ1) = c(t), p′t(r0 − δ1) = c(t), and p′t(r0) = g(t).

Define pt(r) = ε/2 +
∫ r

1/2
p′t(r

′) dr′. Then

pt(r0) = c(t)(r0 − 1/2) + (ε− c(t))δ1/2 + (g(t)− c(t))δ1/2

Choose 0 < δ1 < ess inf t min{2f(t)/(g(t) + ε), (r0 − 1/2)}, and set

c(t) = [f(t)− (ε+ g(t))
δ1

2
](r0 − 1/2− δ1)−1.

Then pt(r0) = f(t), c(t) > 0 and c(t) is smooth for all t ∈ R. It follows p′t(r) > 0 for
all t ∈ R and r ∈ [1/2, r0].

The function Ĝ : [0, 1]× R→ [0, R]× R

(r, t) 7→


(εr, t) r < 1/2,

(pt(r), t) 1/2 ≤ r < r0,

(F (r, t), t) r0 ≤ r

is a uniformly Lipschitz homeomorphism onto its image, and is a C1-smooth diffeo-
morphism on [0, 1)× R.

Define G̃ : [0, 1]×R→ [0, R]×R by taking a smooth function sufficiently C1-close
to Ĝ on [1/4, 1/2 + r0/2], and equal to Ĝ on ([0, 1/4) ∪ (1/2 + r0/2, 1])× R. Now G̃
is a C∞-smooth diffeomorphism on [0, 1)× R.

Let Φ : [0, R] × R → C be the map (r, t) 7→ re2πit, let G : B(0, 1) → C be given
by Φ ◦ G̃ and let g : [0, 1]2 → B(0, 1) be the map (s, t) 7→ se2πit + (1 − s). For
r ∈ [0, 1] we define ζr : [0, 1] → C by t 7→ G(re2πit) and σr : [0, 1] × [0, 1] → R2 by
(s, t) 7→ G(rg(s, t)). For r > 1/2+r0/2, G̃(r, t) = F (r, t), hence, for every 1 ≤ p <∞,

lim
r→1
‖ζr − ζ1‖1,p = 0.

Fix 0 < s < 1. Let ε > 0. Let cr : [0, 1] → B(0, 1) denote the path t 7→ rg(s, t).
There is an α > 0 such that the length of G(cr([0, α] ∪ [1 − α, 1])) is less than ε for
every r ≤ 1, and there is an R̃ < 1 such that G(cr((α, 1− α))) ⊂ B(0, R̃).

Because G is a diffeomorphism on B(0, R̃), it follows that G◦cr|(α, 1−α) converges
in W 1,1((α, 1− α),C) to G ◦ c1|(α, 1− α). Furthermore for any curve γ

‖γ‖1,1 ≤ ‖Dγ‖1 + ‖γ‖1

≤ 2‖Dγ‖1 + |γ(0)|
≤ 2`(γ) + |γ(0)|.
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Hence

‖σr(s, ·)−σ1(s, ·)‖1,1

≤ ‖G ◦ cr − 2G ◦ c1‖W 1,1(α,1−α)

+ ‖σr(s, ·)− σ1(s, ·)‖W 1,1((0,α)∪(1−α,1))

≤ ‖G ◦ cr − 2G ◦ c1‖W 1,1(α,1−α) + 2`(G(cr((0, α) ∪ (1− α, 1))))

+ 2`(G(c1((0, α) ∪ (1− α, 1)))) + (1− r)
≤ ‖G ◦ cr −G ◦ c1‖W 1,1(α,1−α) + 4ε+ 1− r.

Now if we take the limit as r → 1 we get that

lim sup
r→1

‖σr(s, ·)− σ1(s, ·)‖1,1 ≤ 4ε.

But ε > 0 was arbitrary, and hence

lim
r→1
‖σr(s, ·)− σ1(s, ·)‖1,1 = 0.

�

We denote by H2 the Hausdorff 2-measure normalised to be equal to the Lebesgue
2-measure.
Lemma 2.28. Let U ⊂⊂ M be a coordinate neighbourhood and let Σ ⊂ Ω, be a
convex subset homeomorphic to a closed disk contained in an affine two-plane. Let
|∂Σ| denote the length of the boundary. Let ρ ∈ Γ(TM⊗Λ1Ω) be a smooth Ehresmann
connection form for which

|ρ| ≤ C ′ and |∇Mρ| ≤ C on Ω× U.
For 0 ≤ r ≤ 1 let ζr : [0, 1] → Σ be a path and σr : [0, 1]2 → Σ be a null homotopic
parametrisation satisfying properties 1-7 of Lemma 2.27. If there is a y ∈ U satisfying
dist(y, ∂U) ≥ C ′|∂Σ| then for 0 ≤ r ≤ 1 there is a lift γr : [0, 1]2 → Σ × U of σr
along ρ starting at y, such that

lim
r→1

γr(x) = γ1(x)

for every x ∈ [0, 1]2. Subsequently there exists a height function h : Int(Σ) → U for
γ1 given by

h = πU ◦ γ ◦ (σ1|(0, 1)2)−1,

satisfying

(2.8) Hol(ρ, ζ1, y) ≤ eC|∂Σ|
∫

Σ

|F (x, h(x))| dH2(x).

Proof. Let σ1, σ2 ∈ W 1,1([0, 1],Σ). Let γi denote the lift along ρ of σi starting at y.
Note that

|σ1(t)− σ2(t)| ≤ ‖σ1 − σ2‖W 1,1 ,

and as such |γ1(0)− γ2(0)| ≤ |σ1(0)− σ2(0)| ≤ ‖σ1 − σ2‖1,1. Then

|∂t|γ1 − γ2|| ≤ |σ̇1 + ρ ◦ γ1 · σ̇1 − σ̇2 − ρ ◦ γ2 · σ̇2|
≤ |σ̇1 − σ̇2|+ |ρ ◦ γ1 · σ̇1 − ρ ◦ γ2 · σ̇1|+ |ρ ◦ γ2 · σ̇1 − ρ ◦ γ2 · σ̇2|
≤ |σ̇1 − σ̇2|+ ‖∇Mρ‖∞|σ̇1||γ1 − γ2|+ ‖ρ‖∞|σ̇1 − σ̇2|
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Recall that ‖ρ‖∞ ≤ C ′ and ‖∇Mρ‖ ≤ C. We can once again rearrange and multiply
with e−C

∫ t
0 |σ̇

1| dt′ to arrive at

∂t

[
e−C

∫ t
0 |σ̇1| dt′|γ1 − γ2|

]
≤ (1 + C ′)e−C

∫ t
0 |σ̇1| dt′|σ̇1 − σ̇2|

≤ (1 + C ′)|σ̇1 − σ̇2|.
When we integrate both sides from 0 to τ ≤ 1, we arrive at

e−C
∫ τ
0 |σ̇1| dt|γ1(τ)− γ2(τ)| − |γ1(0)− γ2(0)| ≤ (1 + C ′)‖σ1 − σ2‖1,1.

Hence
|γ1(τ)− γ2(τ)| ≤ eC‖σ̇1‖1(2 + C ′)‖σ1 − σ2‖1,1.

Let σr : [0, 1]2 → Σ and ζr : [0, 1] → Σ be the null-homotopies and paths given by
Lemma 2.27. Let γr : [0, 1]2 → Σ× U be the lift of σr along ρ starting at y. Then

|γr(s, t)− γ1(s, t)| ≤ eC‖σ̇
1(s,·)‖1(2 + C ′)‖σr(s, ·)− σ1(s, ·)‖1,1,

and
|γr(1, t)− γ1(1, t)| < eC‖ζ̇r‖1(2 + C ′)‖ζr − ζ1‖1,1.

We can now take the limit r → 1 to get limr→1 γ
r(s, t) = γ1(s, t).

Because for r < 1 the null-homotopies σr are smooth (and hence C2) up to the
boundary, we can apply Lemma 2.26 and deduce that

Hol(ρ, ζ1, y) = d(γ1(1, 0), γ1(1, 1)) = lim
r→1

d(γr(1, 0), γr(1, 1))

= lim
r→1

Hol(ρ, ζr, y)

≤ lim
r→1

eC`(ζr)
∫

[0,1]2
|Fρ ◦ γr||∂sσr ∧ ∂tσr| dsdt

≤ eC|∂Σ|
∫

[0,1]2
|Fρ ◦ γ1||∂sσ1 ∧ ∂tσ1| dsdt,

where the last limit is taken using the Dominated Convergence Theorem, which can
be applied because Fρ is bounded and continuous, and γr converges pointwise to γ1.
Lastly, because σ1 is a null homotopic parametrisation of Σ, we can change variables
using σ1|(0, 1)2 : (0, 1)2 → Int(Σ), and we arrive at

Hol(ρ, (∂Σ, x0), y) ≤ eC|∂Σ|
∫

Int(Σ)

|Fρ(x, h(x))| dH2(x)

≤ eC|∂Σ|
∫

Σ

|Fρ(x, h(x))| dH2(x).

�

Lemma 2.29. Let ρ : Ω×M→ TM⊗Λ1Ω be a smooth Ehresmann connection form
satisfying

|ρ| ≤ C ′ and |∇Mρ| ≤ C,

Σ ⊂ Ω, a convex subset of an affine two-plane in Ω, which is homeomorphic to a
closed disk. Let ∂Σ denote the boundary of Σ, and |∂Σ| its H1 measure. Suppose
y ∈ M is such that B(y, |∂Σ|C ′) ⊂⊂ M. Then there is a Lipschitz null homotopic
parametrisation σ : [0, 1]2 → Ω of Σ and a lift γ : [0, 1]2 →M of σ along ρ starting
at y satisfying

|γ(x1)− γ(x2)| ≤ (e4‖Dσ‖∞‖∇Mρ‖∞‖Fρ‖∞‖Dσ‖∞ + ‖ρ‖∞)|x1 − x2|
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for every x1, x2 ∈ [0, 1]2.

Proof. Lemmata 2.27 and 2.28 guarantee the existence of σ and γ.
We define an Ehresmann connection form σ∗ρ : [0, 1]2 ×M→ TM⊗ Λ1R2 by

σ∗ρ(a∂s + b∂t) = ρ(a∂sσ + b∂tσ).

The map σ is smooth and Lipschitz up to the boundary. Consequently so is σ∗ρ.
Furthermore it satisfies

‖σ∗ρ‖∞ ≤ ‖Dσ‖∞‖ρ‖∞
and

‖∇Mσ∗ρ‖∞ ≤ ‖Dσ‖∞‖∇Mρ‖∞,

and as such
‖Fσ∗ρ‖∞ ≤ ‖Dσ‖2

∞‖Fρ‖∞.

Let x1 = (s1, t1) and x2 = (s2, t2) in (0, 1)2. Let Q denote the quadrilateral which is
the convex hull of (s2, t2), (s2, 0), (s1, 0), (s1, t1).

Let ζ : [0, 1] → ∂Q denote a closed piecewise linear path. Let ζ(0) = (s2, t2),
ζ(τ1) = (s2, 0), ζ(τ2) = (s1, 0) and ζ(τ3) = (s1, t1). Let γ̃ denote the lift of ζ along
ρ starting at γ(x2). Subsequently γ̃(t1) = y, γ̃(t2) = y, and γ̃(t3) = γ(x1). Let
y′ = γ̃(1). Then

Hol(σ∗ρ, ζ, γ(x2)) = d(y′, γ(x2)).

Now

|γ(x1)−γ(x2)|
≤ |γ(x1)− y′|+ |γ(x2)− y′|
≤ Hol(σ∗ρ, ζ, γ(x2)) + ‖σ∗ρ‖∞|x2 − x1|

≤ e4‖∇Mσ∗ρ‖∞‖Fσ∗ρ‖∞|x1 − x2|max{r1, r2}+ ‖σ∗ρ‖∞|x2 − x1|

≤ ‖Dσ‖∞(e4‖Dσ‖∞‖∇Mρ‖∞‖Fρ‖∞‖Dσ‖∞ + ‖ρ‖∞)|x1 − x2|.

�

Lemma 2.30. Let U ⊂⊂ M be a coordinate neighbourhood, and let A be the inter-
section of an affine two-plane with Ω. Let Σ be a convex domain in A homeomorphic
to a closed disk with boundary length |∂Σ|. Let ρ ∈ Γ(TM ⊗ Λ1Ω) be a smooth
Ehresmann connection form satisfying

|∇Mρ| ≤ C and |ρ| ≤ C ′

on A × U . Let R > 0, U ′ ⊂ B(y0, R) be open and dist(y0, ∂U) > C ′|∂Σ| + eC|∂Σ|R.
Let h : Σ → U ′ denote a height function for a lift γ : [0, 1]2 → Σ × M, of σ :
[0, 1]2 → Σ a null homotopic parametrisation of Σ with σ(0, 0) = x0, and let Bx :=
B(hy(x), eC|∂Σ|R). Then

(2.9)
∫
U ′

Hol(ρ, (∂Σ, x0), y) dy ≤ e(m+1)C|∂Σ|
∫

Σ

∫
Bx

|F (x, y)| dy dx.
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Proof. We can integrate both sides of (2.8) with respect to y ∈ U ′ to yield∫
U ′

Hol(ρ, (∂Σ, x0), y) dy ≤
∫
U ′

∫
Σ

eC|∂Σ||F (x, hy(x))| dx dy

=

∫
Σ

∫
U ′
eC|∂Σ||F (x, hy(x))| dy dx.

By Lemma 2.15 the map fx : U ′ → U , y 7→ hy(x) is bi-Lipschitz with constant
eC|∂Σ|. By assumption U ′ ⊂ B(y0, R) ⊂⊂ U and hence fx(U ′) ⊂ B(h(x), eC|∂Σ|R) =
Bx ⊂⊂ U . Furthermore the Jacobian determinant of fx, Jfx : U ′ → R satisfies

e−mC|∂Σ| ≤ Jfx(y) ≤ emC|∂Σ|.

Consequently∫
U ′

Hol(ρ, (∂Σ, x0), y) dy ≤
∫

Σ

∫
U ′
eC|∂Σ||F (x, fx(y))| dy dx

=

∫
Σ

∫
U ′
eC|∂Σ||F (x, fx(y))| 1

Jfx(y)
Jfx(y) dy dx

≤ e(m+1)C|∂Σ|
∫

Σ

∫
fx(U ′)

|F (x, y)| dy dx

≤ e(m+1)C|∂Σ|
∫

Σ

∫
Bx

|F (x, y)| dy dx.

�

2.4. Smooth approximation of non-smooth
connections

For this section we let U be a smooth bounded open subset of Rm, Ω be a smooth
bounded domain in Rn and ρ : Ω×U → TU⊗Λ1Ω be a locally integrable Ehresmann
connection form.

The main goal of this section is to construct a smooth approximation for ρ ∈
A(Ω× U) with desirable convergence properties.
Theorem 2.31. Let ρ ∈ A(Ω× U). Let ε > 0

U ε = {y ∈ U : dist(y, ∂U) > ε} and Ωε = {x ∈ Ω : dist(x, ∂Ω) > ε}.
For every ε > 0 there is a ρε ∈ Γ(TU ε ⊗ Λ1Ωε) such that for every K ⊂⊂ U and
Ω′ ⊂⊂ Ω

(1) for 1 ≤ p <∞

lim
ε→0

∫
Ω′

sup
y∈K
|ρx,y − ρεx,y|p dx = 0;

(2) ‖ρε‖∞ ≤ ‖ρ‖∞, ‖dΩρ
ε‖∞ ≤ ‖dΩρ‖∞ and ‖∇Uρε‖∞ ≤ ‖∇Uρ‖∞;

(3) for 1 ≤ p <∞

lim
ε→0

∫
Ω′×K

|ρ− ρε|p dxdy = lim
ε→0

∫
Ω′×K

|dΩρ− dΩρ
ε|p dxdy

= lim
ε→0

∫
Ω′×K

|∇Uρ−∇Uρε|p dxdy = 0

and
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(4) for 1 ≤ p <∞

lim
ε→0

∫
Ω′×K

|Fρ − Fρε|p dxdy = 0.

Properties 2 and 3 hold for generic smooth approximations. In order to get prop-
erty 1 we define horizontal and vertical mollifications of ρ. Property 4 follows from
property 3.

Let φ : [0,∞) → [0,∞) denote a smooth non-negative decreasing function, which
is constant on a neighbourhood of 0, is equal to 0 in [1,∞), and satisfies∫ ∞

0

φ(t) dt = 1.

For every k ∈ N we define ck : (0,∞)→ R by

ck(ε) =

(∫
Rk
φ(|x|/ε) dx

)−1

for ε > 0.
For ε > 0 let U ε denote the set

U ε := {x ∈ U : dist(x, ∂U) > ε}.

Let ρ : Ω×U → Rm⊗Λ1Ω be measurable. Then define V ε(ρ) : Ω×U ε → Rm⊗Λ1Ω
by

(x, y) 7→
∫
U

ρx,y′φ(|y − y′|/ε)cm(ε) dy′.

Similarly set
Ωε := {x ∈ Ω : dist(x, ∂Ω) > ε},

and define Hε(ρ) : Ωε × U → Rm ⊗ Λ1Ω by

Hε(ρ)x,y :=

∫
Ω

ρx′,yφ(|x− x′|/ε)cn(ε) dx′

for (x, y) ∈ Ωε × U .
We apply both operators V ε and Hε simultaneously, yielding

ρε = Hε(V ε(ρ)) : Ωε × U ε → Rm ⊗ Λ1Ω.

By Fubini’s theorem, ρε = V ε(Hε(ρ)) for every ε > 0. We have the following propo-
sition.
Proposition 2.32. Let ρ : Ω×U → Rm⊗Λ1Ω be a locally integrable function. Then
ρε : U ε × Ωε → Rm ⊗ Λ1Ω is smooth.

Proof. If we expand ρε, we get

ρεx,y(·) =

∫∫
Ω×U

φ

(
|x′ − x|

ε

)
φ

(
|y′ − y|

ε

)
cn(ε)cm(ε)ρx′,y′(·) dy′ dx′

for every (x, y) ∈ Ωε × U ε, which is a convolution of ρ with the smooth compactly
supported function

(x, y) 7→ φ(|x|/ε)φ(|y|/ε)cn(ε)cm(ε).

Hence it is smooth [Eva98, C.4]. �
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Corollary 2.33. Let ρ ∈ A(Ω× U). Then

‖ρε‖∞ ≤ ‖ρ‖∞, ‖dΩρ
ε‖∞ ≤ ‖dΩρ‖∞, and ‖∇Uρε‖∞ ≤ ‖∇Uρ‖∞;

and for any Ω′ ⊂⊂ Ω and K ⊂⊂ U

lim
ε→0

∫
Ω′×K

|ρ− ρε|p dxdy = lim
ε→0

∫
Ω′×K

|dΩρ− dΩρ
ε|p dxdy

= lim
ε→0

∫
Ω′×K

|∇Uρ−∇Uρε|p dxdy = 0.

Proof. This is a standard result of smooth approximations and linear differential
operators. [Eva98, §5.3.2]. �

The most important aspect of the regularity condition ‖∇Uρ‖∞ < ∞ is that ρ ∈
A(Ω × U) restricts to a Lipschitz continuous function on {x} × U , for almost every
x ∈ Ω. This, along with the structure of our smooth approximations, allows us to
prove property 1 of Theorem 2.31.
Lemma 2.34. Let ρ ∈ A(Ω× U). Then for every Ω′ ⊂⊂ Ω and K ⊂⊂ U

(2.10)
∫

Ω

sup
y∈K
|ρεx,y − ρx,y|p dx→ 0

as ε→ 0.

Proof. The proof of this statement mimics the proof of convergence of smooth ap-
proximations of Lp functions through continuous approximations [Eva98, §C.4]. The
key step in this proof is to recognise ρ as a map from Ω to the space of continuous
vector valued forms ρ : Ω→ C0(U,Rm ⊗ Λ1Ω).

First we note that, for any test function ψ ∈ C∞0 (Ω×U,Rm⊗Λ1Ω⊗Rm), we have
that ∫

Ω×U

〈
ρx,y, (∇U)∗ψ(x, y)

〉
dx dy =

∫
Ω×U
〈θx,y, ψ(x, y)〉 dx dy,

where θx,y : Ω×M→ Rm⊗Λ1Ω⊗Rm is an essentially bounded measurable function.
In terms of the partial derivative with respect to the coordinates y = (y1, . . . , ym)

in U , ∫
Ω×U

〈
ρx,y,−∂yiφ

〉
dx dy =

∫
Ω×U

〈
θix,y, φ

〉
dx dy

for every φ ∈ C∞0 (Ω× U,Rm ⊗ Λ1Ω).
Let φk : U → Rm ⊗ Λ1Ω, k ∈ N, be a collection of smooth compactly supported

functions which are dense in C1
0(U,Rm⊗Λ1Ω). Let χ ∈ C∞0 (Ω) be a smooth compactly

supported function. Then for k ∈ N the map (x, y) 7→ χ(x)φk(y) is compactly
supported in Ω× U , so∫

Ω×U

〈
ρx,y,−χ(x)∂yiφk(y)

〉
dx dy =

∫
Ω×U

〈
ρx,y,−∂yi(χ(x)φk(y))

〉
dx dy

=

∫
Ω×U

〈
θix,y, χ(x)φk(y)

〉
dx dy.
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Then by Fubini’s Theorem∫
Ω

χ(x)

∫
U

〈
ρx,y,−∂yiφk(y)

〉
dy dx =

∫
Ω

χ(x)

∫
U

〈
θix,y, φk(y)

〉
dy dx.

But because χ was arbitrary this implies that the function

x 7→
∫
U

〈ρx,y,−∂yiφk〉 − 〈θix,y, φk〉 dy

is zero for almost every x ∈ Ω. Hence there is a set Ωk ⊂ Ω of full measure, such
that for every x ∈ Ωk ∫

U

〈ρx,y,−∂yiφk〉 dy =

∫
U

〈θix,y, φk〉 dy.

Now for x ∈ Ω∞ :=
⋂
j Ωj, and for every k ∈ N we have∫

U

〈ρx,y,−∂yiφk〉 dy =

∫
U

〈θix,y, φk〉 dy.

Suppose φ ∈ C∞0 (U,Rm ⊗ Λ1Ω). Then by relabelling we can assume φk → φ in C1.
Hence, by the Dominated Convergence Theorem, for every x ∈ Ω∞ and 1 ≤ i ≤ m∫

U

〈ρx,y,−∂yiφ〉 dy = lim
k→∞

∫
U

〈ρx,y,−∂yiφk〉 dy

= lim
k→∞

∫
U

〈θix,y, φk〉 dy

=

∫
U

〈θix,y, φ〉 dy.

But |Ω \ Ω∞| = 0, so for almost every x ∈ Ω and every φ ∈ C∞0 (U,Rm ⊗ Λ1Ω⊗ Rm)∫
U

〈ρx,y, (∇U)∗φ〉 dy =

∫
U

〈θx,y, φ〉 dx dy.

Furthermore for almost every x ∈ Ω the map y 7→ θx,y is essentially bounded. As a
result, for almost every x ∈ Ω the map ρx,· : U → Rm⊗Λ1Ω is in W 1,∞(Ω×U,Rm⊗
Λ1Ω) and has a bounded Lipschitz continuous representative with Lipschitz constant
C = ‖∇Uρ‖∞. Let C ′ = ‖ρ‖∞.

Now we will proceed to create a simple approximation to ρ in the sense previously
outlined. Let K ⊂⊂ U be a compact subset. Consider the set of functions K →
Rm⊗Λ1Ω with L∞-norm bounded by C ′ which are Lipschitz with Lipschitz constant
bounded by C. By the Arzelá–Ascoli Theorem this is a totally bounded subset of
the space C0(K,Rm ⊗ ΛkΩ). Hence for any δ > 0 this set has a finite δ-net. Choose
δ > 0, and let θi, i = 1, . . . , N , denote the corresponding net.

For i = 1, . . . , N let Ai := {x ∈ Ω : supy∈K |ρx,y − θi(y)| < δ}. The union⋃N
i=1Ai is a set of full measure in Ω. Define inductively B1 = A1, and for i ≥ 1,

Bi+1 = Ai+1 \ ∪k≤iBk. Let f : Ω→ C0(K,Rm ⊗ Λ1Ω) be the simple function

fx(·) :=
N∑
i=1

θi(·)χBi(x),
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where x ∈ Ω. It follows immediately that esssup{|ρx,y− fx(y)| : (x, y) ∈ Ω×K} ≤ δ.
Our next step is to create a continuous approximation to our simple approximation.

To do this, we approximate the characteristic function χBi by continuous functions.
For i = 1, . . . , N , we fix φi : Ω→ [0, 1] such that

‖φi − χBi‖p ≤ δ/(C N).

Then define g : Ω→ C0(K,Rm ⊗ Λ1Ω) by

gx(·) =
N∑
i=1

θi(·) φi(x)

for x ∈ Ω. It follows immediately from the triangle inequality that

(∫
Ω

sup
y∈K
|fx(y)− gx(y)|p dx

)1/p

≤ δ,

and hence (∫
Ω

sup
y∈K
|ρx,y − gx(y)|p dx

)1/p

≤ (1 + |Ω|1/p)δ.

The map (x, y) 7→ gx(y) is continuous on Ω×K and can be extended to a continuous
map Ω×U → Rm⊗Λ1Ω by extending the function θ1, . . . , θN to compactly supported
functions in U . As such we can take a smooth approximation as in Proposition 2.32.
Denote this approximation by gε.

Now for ε < min{dist(K, ∂U), dist(Ω′, ∂Ω)}

(∫
Ω′

sup
y∈K
|ρx,y − ρεx,y|p dx

)1/p

≤
(∫

Ω′
sup
y∈K
|ρx,y − gx(y)|p dx

)1/p

+

(∫
Ω′

sup
y∈K
|gx(y)− gεx(y)|p dx

)1/p

+

(∫
Ω′

sup
y∈K
|gεx(y)− ρεx,y|p dx

)1/p

.

The first term on the right hand side was shown to be less than δ(1 + |Ω|1/p). The
second term is the difference of a uniformly continuous function and its smooth
approximation and converges to 0 as ε→ 0. As for the final term, let h = g−ρ. The
smooth approximation is a linear operation. This means that gε − ρε = hε. Because
y 7→ V ε(ρ)x,y is a smooth approximation of y 7→ ρx,y on U for almost every x ∈ Ω′,
it follows that

sup
y∈K
|Hε(V ε(hx,y))| ≤ Hε(sup

y∈K
V ε(|hx,y|))
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for almost every x ∈ Ω′ and 0 < ε < min{dist(K, ∂U), dist(Ω′, ∂Ω)}. By integrating
with respect to x we obtain(∫

Ω′
sup
y∈K
|hε|p dx

)1/p

≤
(∫

Ω′
Hε(sup

y∈K
|hx,y|)p dx

)1/p

≤ ‖φ ∗ |h|‖Lp(Ω′)

≤ ‖φ‖L1(Ω)

∥∥∥∥sup
y∈K
|hx,y|

∥∥∥∥
Lp(Ω′)

≤
∥∥∥∥sup
y∈K
|hx,y|

∥∥∥∥
Lp(Ω′

=

(∫
Ω′

sup
y∈K
|hx,y|p dx

)1/p

.

But(∫
Ω′

sup
y∈K
|hx,y|p dx

)1/p

=

(∫
Ω′

(
sup
y∈K
|ρx,y − gx(y)|

)p
dx

)1/p

≤ (1 + |Ω|1/p)δ.

Thus,

lim sup
ε→0

(∫
Ω′

sup
y∈K
|ρx,y − ρεx,y|p dx

)1/p

≤ 2(1 + |Ω|1/p)δ.

Since δ > 0 was arbitrary,

lim
ε→0

(∫
Ωε

sup
y∈K
|ρx,y − ρεx,y|p dx

)1/p

= 0.

�

Proof of Theorem 2.31. Let Ω ⊂⊂ Ω and K ⊂⊂ U . We prove

(2.11)
∫∫

Ω′×K
|Fρε − Fρ|p dx dy → 0,

We apply equation (2.6) denoting ρε by %. In this case

|F% − Fρ| ≤

∣∣∣∣∣
(
%ai
∂%bk
∂ya
− %ak

∂%bi
∂ya
− ρai

∂ρbk
∂ya

+ ρak
∂ρbi
∂ya

)
∂yb ⊗ dxi ∧ dxk

∣∣∣∣∣
+ |dΩ%− dΩρ|.

≤

∣∣∣∣∣
(
%ai
∂%bk
∂ya
− %ak

∂%bi
∂ya
− ρai

∂%bk
∂ya

+ ρak
∂%bi
∂ya

+ ρai
∂%bk
∂ya
− ρak

∂%bi
∂ya
− ρai

∂ρbk
∂ya

+ ρak
∂ρbi
∂ya

)
∂yb ⊗ dxi ∧ dxk

∣∣∣∣∣
+ |dΩ%− dΩρ|
≤ 2|%− ρ| |∇U%|+ 2|ρ| |∇U%−∇Uρ|+ |dΩ%− dΩρ|

almost everywhere in Ω×U . We can then apply Minkowski’s inequality, and replacing
% with ρε yields

‖Fρ − Fρε‖p ≤ 2‖∇Uρ‖∞‖ρε − ρ‖p + 2‖ρ‖∞‖∇Uρ−∇Uρε‖p + ‖dρ− dρε‖p.
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By Corollary 2.33, the right hand side converges to 0 as ε tends to 0, yielding the
desired result.

This completes the proof of Theorem 2.31. �

Remark 2.35. The operator ρ 7→ Fρ is nonlinear, so we cannot expect

‖Fρε‖∞ ≤ ‖Fρ‖∞,

but we can still bound ‖Fρε‖∞, because

‖Fρε‖∞ ≤ 2‖ρε‖∞‖∇Uρε‖∞ + ‖dΩρ
ε‖∞

≤ 2‖ρ‖∞‖∇Uρ‖∞ + ‖dΩρ‖∞.

2.5. Holonomy bounds for non-smooth connections

In this section we consider ρ ∈ A(Ω×M) restricted to a ball B(x0, r0) ⊂⊂ Ω and
define a radial lift along ρ of paths t 7→ x0 + tv for t ∈ [0, r0] and v ∈ Sn−1.
Definition 2.36. Let ρ be a map Ω × U → Rm ⊗ Λ1Ω. Let A be a k-dimensional
affine subspace in Rn. We define the restriction of ρ to A, denoted ρ|A, to be a map
ρ|A : (Ω ∩ A)× U → Rm ⊗ Λ1A, induced by the inclusion map on forms:

IdRm ⊗ i∗ : Rm ⊗ Λ1Ω→ Rm ⊗ Λ1A,

taking v ⊗ α to v ⊗ i∗(α). The map ρ|A is defined to be IdRm ⊗ i∗(ρ).
In this sense, we discuss the restriction of ρ to lines. Fix a point y ∈ U and a point

x0 ∈ Ω. Then we can consider the restriction of ρ to all of the lines containing x0.
When we talk about a property “almost everywhere”, we will specify a normalised
Hausdorff k-measure Hk for which said property holds.
Lemma 2.37. Let ρ ∈ A(Ω×U). Denote by lv = {x+tv : t ∈ [0,∞)} the ray through
x0 ∈ Rn in the direction v. Then for Hn−1-almost every point v ∈ Sn−1,

‖ρ|lv‖∞ ≤ ‖ρ‖∞ and ‖∇Uρ|lv‖∞ ≤ ‖∇Uρ‖∞.

Furthermore,
dΩ∩lvρ|l = 0,

and hence ρ|lv ∈ A(Ω ∩ lv × U).

Proof. Let E ⊂ Ω denote the set of points y ∈ Ω satisfying

|ess sup yρ| > ‖ρ‖∞ or |ess sup y∇Uρ| > ‖∇Uρ‖∞.

Then

0 = |E| =
∫

Ω

χE dx ≥
∫
Sn−1

∫ r0

0

χE(x0 + tv)tn−1 dt dv

for every r0 > 0. Thus, for Hn−1-almost every v ∈ Sn−1, the map (0, r0) → R,
t 7→ χE(x0 + tv)tn−1, is equal to 0 for almost every t ∈ [0, r0]. Hence, for Hn−1-
almost every v ∈ Sn−1, χE(c0 + tv) is equal to 0 for almost every t ∈ [0, r0].

To see that dΩ∩lvρ = 0, it is enough to note that dAρ = 0 for any one-dimensional
space A, as there are no non-zero two-forms on the space. �

Let ρ ∈ A(Ω× U), let y be a point in U , and x0 ∈ Ω. Let r0 > 0 and

r0 < min{dist(y, ∂U)/‖ρ‖∞, dist(x0, ∂Ω)}.
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Lemma 2.37 tells us that for almost every v ∈ Sn−1, ρ has a well defined restriction
to the ray from x0 in the direction v. Furthermore the initial value problem

f ′(t) = ρx0+tv,f(t)v, f(0) = y

has a unique solution f yv : [0, r0]→ U .
Definition 2.38. Let ρ ∈ A(Ω× U), let y be a point U , and x0 ∈ Ω. Let 0 < r0 <
min{dist(y, ∂U)/‖ρ‖∞, dist(x0, ∂Ω)}. Define γy : B(x0, r0) ⊂ Ω→ U

γy(x) = f yx−x0
|x−x0|

(|x− x0|)(2.12)

for x ∈ B(x0, r0). We call γy the radial lift along ρ centered at x0 starting at y.
Corollary 2.39. The radial lift is well defined for all x ∈ lv ∩ B(x0, r0) for Hn−1-
almost every v ∈ Sn−1 and hence is defined for Hn almost every x ∈ B(x0, r0).
Furthermore the radial lift is uniquely defined by its starting point and

exp(−‖∇Uρ‖∞|x− x0|)|y − y′| ≤ |γy(x)− γy′(x)| ≤ exp(‖∇Uρ‖∞|x− x0|)|y − y′|.

Proof. By Lemma 2.37, a well defined restriction of ρ is defined along the ray x0 + tv
for Hn−1-almost every v ∈ Sn−1, and by the theory of existence and uniqueness of
ODEs [Lev55], γ is well defined and unique. The claim follows when we apply Lemma
2.15. �

Theorem 2.40. Let y be any point in U , x0 any point in Ω, and r0 > 0 such that

r0 < min{dist(y, ∂U)/(4‖ρ‖∞), dist(x0, ∂Ω)}.
Let ρ ∈ A(Ω × U) and let γ be the radial lift along ρ centered at x0 starting at y.
Then γ has a Lipschitz representative satisfying

|γ(x1)− γ(x2)| ≤ (‖ρ‖∞ + C(ρ, r0)‖Fρ‖∞max{|x1 − x0|, |x2 − x0|})|x1 − x2|
for every x1 and x2 in B(x0, r0).

To prove the theorem we define typical planes in Ω and show that γ is Lipschitz
almost everywhere on a typical plane. Then we show that almost every plane is
typical. Let ρ ∈ A(Ω× U) and ρε ∈ Γ(TU ⊗ Λ1Ω) satisfying

(1) for 1 ≤ p <∞
‖ρε − ρ‖p, ‖dΩρ

ε − dΩρ‖p and ‖∇Uρε −∇Uρ‖p
converge to 0 as ε→ 0;

(2) and

‖ρε‖∞ ≤ ‖ρ‖∞, ‖dΩρ
ε‖∞ ≤ ‖dΩρ‖∞ and ‖∇Uρε‖∞ ≤ ‖∇Uρ‖∞.

A plane P ⊂ Ω containing x0 is typical for ρε → ρ if
(1) ρ|P ∈ A(P × U) and has norm bounds

‖ρ|P‖∞ ≤ ‖ρ‖∞, ‖(dΩρ)|P‖∞ ≤ ‖dΩρ‖∞, ‖(∇Uρ)|P‖∞ ≤ ‖∇Uρ‖∞,
and

‖(Fρ)|P‖∞ ≤ ‖Fρ‖∞;

(2) and there is a sequence εk → 0 such that

‖(ρεk − ρ)|P‖1, ‖(dΩρ
εk − dΩρ)|P‖1, and ‖(∇Uρεk −∇Uρ)|P‖1

converge to 0 as k →∞.
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Lemma 2.41. Let ρ ∈ A(Ω× U◦), y ∈ U ′ ⊂⊂ U ⊂⊂ U◦ x0 ∈ Ω′ ⊂⊂ Ω,

0 < r0 < inf
y∈U ′

(dist(y, ∂U)) (4 ‖ρ‖∞)−1,

and for ε > 0 let ρε ∈ Γ(TU⊗Λ1Ω′) be smooth Ehresmann connection forms satisfying

‖ρε‖∞ ≤ ‖ρ‖∞, ‖dΩρ
ε‖∞ ≤ ‖dΩρ‖∞ and ‖∇Uρε‖∞ ≤ ‖∇Uρ‖∞.

Let γy and γεy be the radial lifts centered at x0 starting at y along ρ and ρε, respectively.
Suppose that x1 and x2 are two points in Ω′ not colinear with x0, and as such defining
a plane P ⊂ Ω′. If P is typical for ρε → ρ and

(1) for almost every x ∈ P , γεky (x)→ γy(x),
(2) and γεky (xi) converges uniformly in y to γy(xi) for i = 1, 2, that is, for every

δ > 0 there exists an k0 > 0 such that for every y ∈ U ′, i = 1, 2 and k > k0

|γεky (xi)− γy(xi)| < δ,

where εk → 0 is the sequence for which P is typical for ρε → ρ;
then there is a constant C = C(ρ, r0) such that

(2.13) |γy(x1)−γy(x2)| ≤ (‖ρ‖∞+C(ρ, r0)‖Fρ‖∞min{|x0−x1|, |x0−x2|})|x1−x2|.

Proof. Let ρk = ρεk and γky = γεky . By the triangle inequality, for any y, y′ ∈ U ′

|γy(x1)− γy(x2)| ≤ |γy(x1)− γky (x1)|+ |γy(x2)− γky (x2)|+ |γky′(x1)− γky (x1)|
+ |γky′(x2)− γky (x2)|+ |γky′(x1)− γky′(x2)|.

By the convergence γky (xi) → γy(xi) as k → ∞, we have that the terms |γky (xi) −
γy(xi)| tend to zero as k →∞. By Corollary 2.39, we have that

|γky (xi)− γky′(xi)| ≤ exp(‖∇Uρk‖∞|x0 − xi|)|y − y′|
≤ exp(‖∇Uρk‖∞r0)|y − y′|,

for all k ∈ N and i = 1, 2. Let ηky : B(x2, r0) → U be the radial lift centered at x2

starting at γky (x2). That is, ηky is the solution of the initial value problem

d

dt
ηky (x2 + t(x− x2)/|x− x2|) = ρkx2+t(x−x2)/|x−x2|,ηky ·

(
x− x2

|x− x2|

)
ηky(x2) = γky (x2)

at t = |x− x2|. Then we use the triangle inequality to yield

|γky′(x1)− γky′(x2)| ≤ |γky′(x1)− ηky′(x1)|+ |ηky′(x1)− γky′(x2)|,

for all k ∈ N. Let ∆ be the triangle [x0, x1, x2]. We note that |γky′(x1) − ηky′(x1)| =

Hol(ρk, (∂∆, x0), γky′(x1)). Because ηky′ is the solution to an initial value problem in
the direction x− x2, we have that

|ηky′(x1)− γky′(x2)| = |ηky′(x1)− ηky′(x2)| ≤ ‖ρk‖∞|x2 − x1|.

Combining these yields

|γky′(x1)− γky′(x2)| ≤ Hol(ρk, (∂∆, x1), γky′(x1)) + ‖ρk‖∞|x2 − x1|.
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We combine these to obtain

|γy(x1)− γy(x2)| ≤ |γy(x1)− γky (x1)|+ |γy(x2)− γky (x2)|
+ 2 exp(r0‖∇Uρk‖∞)|y′ − y|+ ‖ρk‖∞|x2 − x1|
+ Hol(ρk, (∂∆, x1), γky′(x1)),

for every k ∈ N. If we integrate with respect to y′ ∈ B := B(y, r) ⊂ U , and let k
tend to zero, noting that the norms ‖ρk‖∞ and ‖∇Uρk‖∞ are bounded respectively
by ‖ρ‖∞ and ‖∇Uρ‖∞, we arrive at

|γy(x1)− γy(x2)| |B| ≤ 2 exp(r0‖∇Uρ‖∞)

∫
B

|y′ − y| dy′ + ‖ρ‖∞|x2 − x1| |B|

+ lim sup
k→0

∫
B

Hol(ρk, (∂∆, x1), γky′(x1)) dy′

≤ 2 exp(r0‖∇Uρ‖∞)|B| r + ‖ρ‖∞|x2 − x1| |B|

+ lim sup
k→0

∫
B

Hol(ρk, (∂∆, x1), γky′(x1)) dy′.

We first apply Lemma 2.28 to get a height function hk : Int(∆) → U for a lift
γk : [0, 1]2 → ∆ × U of a null homotopic parametrisation σ : [0, 1]2 → ∆ along ρk
starting at y. By Lemma 2.29 the functions γk are uniformly Lipschitz, and their
image is bounded. Hence by the Arzelà–Ascoli theorem there is a subsequence of
k → ∞ such that γk → γ, where γ : [0, 1]2 → ∆ × U is Lipschitz. Consequently
hk(x) converges for every x ∈ Int(∆) to h(x) = πU ◦ γ ◦ σ−1(x). Let C = ‖∇Uρ‖∞
and Bk

x = B(hk(x), eC|∂∆|r) and Bx = B(h(x), eC|∂∆|r) for every x ∈ ∆. Then χ(Bk
x)

converges to χ(Bx) almost everywhrere. Then we can apply Lemma 2.30 noting that
|∂∆| < 4r0 and choosing r > 0 such that infk,x dist(Bε

x, ∂U) > ‖ρ‖∞4r0. We arrive
at

lim sup
ε→0

∫
Bx0

Hol(ρε, (∂∆, x1), γεy′(x1)) dy′

≤ eC(m+1)4r0 lim sup
ε→0

∫
∆

∫
Bεx

|F ε| dy′ dx

≤ eC(m+1)4r0 lim sup
ε→0

[ ∫
∆

∫
Bx

|F | dy′ dx

+

∫
∆

∫
U

|χ(Bx)(y
′)− χ(Bε

x)(y
′)||F |+

∫
∆

∫
U

||F ε| − |F || dy dx
]

≤ eC(m+1)4r0

∫
∆

∫
Bx

|F | dy dx

≤ eC(m+1)4r0eCm4r0|B|‖F‖∞min{|x0 − x1|, |x0 − x2|}|x1 − x2|
by the Dominated Convergence Theorem and the convergence of F ε in Theorem 2.31.
Let C(ρ, r0) = e4(2m+1)‖∇Uρ‖∞r0 . Then

|γy(x1)− γy(x2)| |B|
≤ 2 exp(r0‖∇Uρ‖∞)r|B|+ ‖ρ‖∞|x2 − x1| |B|

+ C(ρ, r0)|B|‖F‖∞min{|x0 − x1|, |x0 − x2|}|x1 − x2|.
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Because r ∈ (0, r1) was arbitrary, we have that

|γy(x1)− γy(x2)| ≤ (‖ρ‖∞ + C(ρ, r0)‖F‖∞min{|x2 − x0|, |x1 − x0|})|x2 − x1|,

which proves the result. �

2.5.1. Almost every plane is typical. Now that we have demonstrated how we
can get Lipschitz behaviour, we must demonstrate that the points satisfying the
criteria of Lemma 2.42 form a set of full measure in B(x0, r0)×B(x0, r0).
Lemma 2.42. There is a subsequence εi → 0 such that for Hn−1-almost every v ∈ S1,
such that for every δ > 0 there is an i0 ≥ 0 such that for every i > i0 and every
y ∈ U ′

sup
t∈[0,r0)

|γεiy (x0 + tv)− γy(x0 + tv)| < δ.

Proof. For v ∈ S1 and t ∈ [0, 1] denote xt(v) = (x0 + tv), and when it is unambiguous
by just xt. Consider γε(tv + x0)− γ(tv + x0). By Lemma 2.34∣∣∣∣ ddt |γεy(xt)− γy(xt)|

∣∣∣∣ ≤ ∣∣∣∣ ddtγεy(xt)− d

dt
γy(xt)

∣∣∣∣
≤ |ρεxt,γεy(xt)v − ρxt,γy(xt)v|
≤ |ρεxt,γεy(xt) − ρ

ε
xt,γy(xt)|+ |ρ

ε
xt,γy(xt) − ρxt,γy(xt)|

≤ ‖∇Uρε‖∞|γεy(xt)− γy(xt)|+ sup
y∈U ′
|ρεxt,y − ρxt,y|.

(2.14)

for almost every t ∈ [0, 1].
Now define f : [0, 1]→ Ω by f(t) := |γεy(xt)−γy(xt)|. It follows that f is absolutely

continuous, for almost every v and by (2.14)

|f ′(t)| ≤ ‖∇Uρ‖∞f(t) + sup
y∈U ′
|ρεxt,y − ρxt,y|.

Denoting C = ‖∇Uρ‖∞ we have

f ′(t) ≤ Cf(t) + sup |ρεxt,y − ρxt,y|,

for almost every t ∈ [0, 1]. We can multiply both sides by e−Ct to yield

e−Ctf ′(t) ≤ Ce−Ctf(t) + e−Ct sup
y∈U ′
|ρεxt,y − ρxt,y|,

for almost every t ∈ [0, 1]. Now we can combine the terms involving f to one side
and bound e−Ct by 1 to arrive at

e−Ctf ′(t)− Ce−Ctf(t) ≤ sup
y∈U ′
|ρεxt,y − ρxt,y|,

for almost every t ∈ [0, 1]. Since f(0) = 0, we arrive at

e−Cτf(τ) ≤
∫ τ

0

sup
y∈U ′
|ρεxt,y − ρxt,y| dt.
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Thus

f(τ) ≤ eCτ
∫ τ

0

sup
y∈U ′
|ρεxt,y − ρxt,y| dt

≤ eC
∫ r0

0

sup
y∈U ′
|ρεxt,y − ρxt,y| dt.

We integrate with respect to v ∈ Sn−1 to get

(2.15)
∫
Sn−1

sup
τ∈[0,r0)
y∈U ′

|γεy(xτ (v))− γy(xτ (v))| dv

≤ eC
∫
Sn−1

∫ r0

0

sup
y∈U ′
|ρεxt(v),y − ρxt(v),y| dt dv

= eC
∫
Sn−1

∫ r0

0

sup
y∈U ′
|ρεxt(v),y − ρxt(v),y|

1

tn−1
tn−1 dt dv

≤ eC
∫
B(x0,r0)

sup
y∈U ′
|ρεx,y − ρx,y|

1

|x− x0|n−1
dx

≤ eC

(∫
B(0,r0)

(
1

|x|n−1

)p′
dx

)1/p′ ∥∥∥∥sup
y∈U ′
|ρεx,y − ρx,y|

∥∥∥∥
Lp(B(x0,r0))

,

where 1
p

+ 1
p′

= 1. We know that ‖r1−n‖Lp′ (B(0,r0)) is finite for p′ < n/(n − 1), so by
the convergence of ρε → ρ in Theorem 2.31 we have that the right hand side of (2.15)
converges to 0 as ε converges to 0. Hence there is a sequence εi → 0 such that for
almost every v ∈ Sn−1

sup
τ∈[0,r0)
y∈U ′

|γεiy (x0 + τv)− γy(x0 + τv)| → 0

as i→∞. �

Corollary 2.43. Let εi be a sequence as in Lemma 2.42. The set F̃ of points
x ∈ B(x0, r0) for which supy∈U ′ |γεiy (x)− γy(x)| → 0 is of full measure;

|B(x0, r0) \ F̃ | = 0.

Proof. The set S̃ ⊂ Sn−1 of points v ∈ Sn−1 for which

(2.16) sup
τ∈[0,r0)
y∈U ′

|γεiy (x0 + τv)− γy(x0 + τv)| → 0

is of full measure. Let Ẽ be the set of points x0 + τv, where τ ∈ [0, r0] and v ∈ S̃.
Then

sup
y∈U ′
|γεiy (x)− γy(x)| → 0

as i→∞ for every x ∈ Ẽ and Ẽ has full measure in B(x0, r0).
�



52 JAN CRISTINA

Let G be the set of point–pairs that define a plane through x0:

G := {(x1, x2) ∈ B(x0, r0)×B(x0, r0) : dim(span {x1 − x0, x2 − x0}) = 2}.
With this defined, we can denote for (x1, x2) ∈ G the unique plane through x0

containing x1 and x2 by Px1,x2 .
Define now the following “good” set

F̂ (ρ, ρε) := {(x1, x2) ∈ G : Px1,x2 is typical for ρε → ρ}.
For every x1 ∈ B(x0, r0), we define

F̂x1(ρ, ρε) := F̂ (ρ, ρε) ∩ ({x1} ×B(x0, r0)).

Lemma 2.44. Let δ > 0, % ∈ A(B(0, 1 + δ) × U) where B(0, 1) ⊂ Rn, and %ε =
HεV ε(%) for ε > 0. Let en denote the nth standard basis vector of Rn, and let
U ′ ⊂⊂ U . Then

Hn−2(Sn−2 \ F̂en(%, %ε)) = 0,

where Hn−2 is the Hausdorff (n − 2)-measure in Rn, and Sn−2 is the unit sphere in
Rn−1 embedded into the first n− 1 coordinates of Rn.

Proof. Let p > n/2 and f ε ∈ Lp(B(0, 1)×U ′) converge in norm to f ∈ Lp(B(0, 1)×U ′)
as ε→ 0. Then∫

Sn−2

∫
Pen,θ

∫
U ′
|f ε − f | dy dH2(x) dHn−2(θ)

≤
∫
Sn−2

∫
Pen,θ

∫
U ′
|f ε − f ||x|n−2|x|2−n dH2(x) dy dHn−2(θ)

≤ ‖|x|2−n‖Lp′ (B(0,1))|U ′|1/p
′‖f ε − f‖Lp(B(0,1)×U ′),

where p and p′ are Hölder conjugates. By assumption ‖f ε − f‖p → 0 as ε → 0 and
‖|x|2−n‖p′ < ∞, consequently there is a sequence εi → 0 such that for almost every
θ ∈ Sn−2

lim
i→∞

∫
Pen,θ

∫
U ′
|f εi − f | dy dH2(x) = 0.

By Theorem 2.31, for n/2 < p <∞, ρε, dΩρ
ε and ∇Uρε converge in their respective

Lp spaces to ρ, dΩρ and ∇Uρ respectively, consequently their is a sequence εi → 0
such that for almost every θ ∈ Sn−2

‖(ρεi − ρ)|Pen,θ‖1, ‖(dΩρ
εi − dΩρ)|Pen,θ‖1, and ‖(∇Uρεi −∇Uρ)|Pen,θ‖1

converge to 0 as i→∞.
Now assume f ∈ L∞(B(0, 1) × U ′) is non-negative and let E denote the set of

points (x, y) ∈ B(0, 1)× U ′ such that f(x, y) > ‖f‖∞. Then

0 = |E| =
∫
B(0,1)×U ′

χE(x, y) dx dy

=

∫
Sn−2

∫
Pen,θ

∫
U ′
χE(x, y)|x|n−2 dy dH2(x) dHn−2(θ).

Hence, for almost every θ ∈ Sn−2 and almost every x ∈ Pen,θ, χE(x, y) = 0. Conse-
quently for almost every θ ∈ Sn−2

ess sup {f(x, y) : x ∈ Pen,θ × U ′} ≤ ‖f‖∞.
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By letting f be |%|, |dΩ%|, or |∇Uρ| as appropriate, we get that for almost every
θ ∈ Sn−2, Pen,θ is typical for %ε → %. �

Corollary 2.45. Let U , U ′, % and %ε be as in Lemma 2.44. Then

Hn(Rn \ F̂en(%, %ε)) = 0.

Proof. Let Ψ : Sn−2 × (0,∞)× R→ Rn \ Ren be the map (θ, r, z) 7→ rθ + zen. Now
Pen,rθ+zen = Pen,r′θ+z′en for r, r′ ∈ (0,∞) and z, z′ ∈ R. Consequently

Rn \ F̂en(%, %ε) = Ψ((Sn−2 \ F̂en(%, %ε))× (0,∞)× R).

By Lemma 2.44, Hn−2(Sn−2 \ F̂en(%, %ε) = 0, and so

Hn[(Sn−2 \ F̂en(%, %ε))× (0,∞)× R)] = 0.

The function Ψ preserves sets of measure 0, which proves the claim. �

Proposition 2.46. Let ρ ∈ A(B(x0, r0) × U)) and ρε = Hε(V ε(ρ)). For every
x1 ∈ B(x0, r0) \ {x0}

Hn(({x1} ×B(x0, r0)) \ F̂x1) = 0.

Proof. Define φx1 : B(x0, r0) \ {x0} → Sn−1 by

φx1(x) = A
x− x0

|x1 − x0|
,

where A is a rotation satisfying

A
x1 − x0

|x1 − x0|
= en.

Then

Hn({x1} ×B(x0, r0) \ F̂x1(ρ, ρε)) ≤ Hn(Rn \ φx1(F̂x1(ρ, ρε)))

≤ Hn(Rn \ F̂ ′en(ρ̃, ρ̃ε)),

where ρ̃x,y = (φ−1
x1

)∗ρφ−1
x1

(x),y. By Corollary 2.45

Hn(Rn \ F̂ ′en(ρ̃, ρ̃ε)) = 0.

�

Corollary 2.47. The set F̂ (ρ, ρε) has full measure, i.e.

H2n(B(x0, r0)×B(x0, r0) \ F̂ (ρ, ρε)) = 0.

Proof. By Fubini’s theorem

|B(x0, r0)×B(x0, r0) \ F̂ (ρ, ρε)| = |G \ F̂ | =
∫
x1

|G \ F̂x1| dHn(x1) = 0.

�
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Proof of Theorem 2.40. Let ρε ∈ Γ(TU ⊗Λ1Ω) be as in Theorem 2.31. Now we need
merely show that the set of point pairs which satisfy the conditions of Lemma 2.41
is of full measure.

The set F̂ (ρ, ρε) of point pairs which span a typical plane is of full measure by
Corollary 2.47.

Conditions 1 and 2 in Lemma 2.41 hold for point pairs in the set F̃ × F̃ , where F̃
is given by Corollary 2.43

The set F̃ is of full measure in B(x0, r0) and hence the set F̃ × F̃ is of full measure
in B(x0, r0)×B(x0, r0). Lastly the set of point pairs

F̂ (ρ, ρε) ∩ F̃ × F̃ ,
has full measure, and every pair in it satisfies the conditions of Lemma 2.41. �

2.5.2. The proof of Theorem 1.1. In section 2.3 we defined the holonomy of a
smooth connection about an absolutely continuous curve. If ρ ∈ A(Ω× U), it is not
possible to define a priori a lift of an absolutely continuous curve. We have, however,
shown that radial lifts along ρ are Lipschitz functions. Consequently we can define
the holonomy about a triangle by taking successive radial lifts along the vertices.

Let ρ ∈ A(Ω× U), U ′ ⊂⊂ U be a domain and y ∈ U ′. Let
0 < r0 < min{dist(U ′, ∂U)/(4‖ρ‖∞), dist(y, ∂U ′)/(12‖ρ‖∞)}.

By Theorem 2.40 we have that γx,y : B(x, r0)×U ′ → U , the radial lift along ρ centered
at x0 ∈ Ω and starting at y, has a Lipschitz representative. Let x0, x1, x2 ∈ Ω be
points with pairwise-distance less than r0. For i = 0, 1, 2 define fi : B(xi, r0)×U ′ → U

(2.17) fi(x, y) = γxi,y(x)

for x ∈ B(xi, r0) and y ∈ U ′). Note that (xi, y, x) 7→ γxiy(x) is jointly continuous
in all variables. For any y′ ∈ U ′ satisfying dist(y′, ∂U ′) > 4r0‖ρ‖∞, we have that
fi(xj, y

′) ∈ U ′ for i = 0, 1, 2. In particular, if dist(y, ∂U ′) > 12r0‖ρ‖∞, then
fi2(xi0 , fi1(xi2 , fi0(xi1 , y))) ∈ U ′

and is well defined for any permutation of (i0, i1, i2) of {0, 1, 2}.
Definition 2.48. The A-holonomy of ρ about the triangle ∆ = [x0, x1, x2] based at
x0 starting at y is

HolA(ρ, (∂∆, x0), y) = |y − f2(x0, f1(x2, f0(x1, y)))|.
Remark 2.49. A smooth connection form ρ ∈ Γ(Ω × U) is also in A(Ω × U).
Consequently we can define both its holonomy and A-holonomy about a triangle
∆ = [x0, x1, x2]. But

HolA(ρ, (∂∆, x0), y) = Hol(ρ, (∂∆, x0), y),

as the radial lift along ρ starting at xi evaluated at xj is just the lift along ρ of the
straight line t 7→ (xi + t(xj − xi)).
Theorem (1.1). Let Ω and U be smooth bounded domains. Let ρ ∈ A(Ω×U) be an
Ehresmann connection form and U ′ ⊂⊂ U be a domain. Let r0 < d(U ′, ∂U)/(4‖ρ‖∞).
There is a constant C = C(ρ, r0) such that for every y ∈ U ′, and x0, x1, x2 ∈ Ω, if
dist(y, U ′) > 12r0‖ρ‖∞ and |xi − xj| < r0 for every i, j = 0, 1, 2, then

(2.18) HolA(ρ, (∂∆, x0), y) ≤ C(ρ, r0)‖Fρ‖|∆|
where ∆ = [x0, x1, x2].
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Proof. Let fi be as in (2.17) and let ρε ∈ Γ(Ω × U) be a smooth approximations as
in Theorem 2.31. We show that

lim
ε→0

Hol(ρε, (∂∆, x0), y) = HolA(ρ, (∂∆, x0), y)

for y ∈ U ′.
Let y1 = f0(x1, y), y2 = f1(x2, y1), ŷε1 = γεx0,y

(x1), ŷε2 = γεx1,y1
(x2), and ỹε2 =

γεx1,ŷε1
(x2). Let C = ‖∇Uρ‖∞. Then

|HolA(ρ, (∂∆,x0), y)− Hol(ρε, (∂∆, x0), y)|
= |y − f2(x0, y2)| − |y − γεx2,ỹ2

(x0)||
≤ |f2(x0, y2)− γεx2,ỹ2

(x0)|
≤ |f2(x0, y2)− γεx2,y2

(x0)|+ |γεx2,y2
(x0)− γεx2,ŷ2

(x0|
+ |γεx2,ŷ2

(x0)− γεx2,ỹ2
(x0)|

≤ |f2(x0, y2)− γεx2,y2
(x0)|+ eC|x2−x0|(|y2 − ŷε2|+ |ŷε2 − ỹε2|)

by Lemma 2.15. First we examine γεx2,y2
: B(x2, r0) → U . By Theorem 2.40, for

ε > 0 this is a family of uniformly Lipschitz maps whose image is contained in a
compact set. By Lemma 2.42, there is a sequence εi → 0 for which these functions
converge pointwise almost everywhere to γx2,yy , where γx2,y2 : B(x2, r0) → U is the
radial lift along ρ centered at x2 starting at y2. By the Arzelá–Ascoli theorem there
is a uniformly converging subsequence. But γx2,y2(x) = f2(x, y2) and hence

lim
i→∞
|yεi − ỹεi0 | = lim

εi→0
|f2(x0)− γεix2,y2

(x0)| = 0.

Now
|y2 − ŷε2| = |γx1,y1(x2)− γεx1,y1

|.
We similarly deduce that there is a sequence εi → 0 such that γεix1,y1

: B(x1, r0)→ U
converges uniformly to γx1,y1 , and so

lim
i→∞
|y2 − ŷε2| = lim

ε→0
|γx1,y1(x2)− γεx1,y1

(x2)| = 0.

By Lemma 2.15

|ŷε2 − ỹε2| = |γεx1,y1
(x2)− γεx1,ŷ1

(x2)|
≤ eC|x2−x1||ŷε1 − y1|
= eC|x2−x1||γεx0,y

(x1)− γx0,y(x1)|.

Once again we deduce that for some sequence εi → 0 γεx0,y
converges uniformly to

γx0,y, and hence
lim
i→∞
|ŷε2 − ỹε2| = 0.

Now we may conclude that

HolA(ρ, (∂∆, x0), y) = lim
ε→0

Hol(ρε, (∂∆, x0), y).

We note that the functions y 7→ fi(x, y) are uniformly Lipschitz in U ′ (with Lipschitz
constant exp(C max{|x0−x1|, |x1−x2|, |x2−x0|}) and hence y 7→ HolA(ρ, (∂∆, x0), y)
is Lipschitz in U ′. Similarly y 7→ Hol(ρε, (∆, x0), y) is uniformly (in ε) Lipschitz in
U ′.
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By Lemmata 2.27 and 2.28 there is a null homotopic parametrisation of ∆, σ :
[0, 1]2 → ∆, a lift γε : [0, 1]2 → ∆ × U of σ along ρε starting at y, and a height
function hε : ∆→ U for γε given by

hε = πU ◦ γε ◦ σ−1.

Let r > 0 be sufficiently small that for every y′ ∈ B(y, r), HolA(ρ, ∂∆, y′) is defined.
For x ∈ ∆ let Bε

x = B(hε(x), eC4r0r). As in the proof of Lemma 2.41, hε converges
for almost every x ∈ Int(∆) to some h : Int(∆)→ U .

Assume that x0, x1 and x2 span a typical plane for ρε → ρ. Then there is a
sequence εi → 0 such that Fρεi |Px1,x2 converges almost everywhere to Fρ|Px1,x2 and
‖Fρ|Px1,x2

‖∞ ≤ ‖Fρ‖∞. Then |Fρεi (x, y)|χ(Bεi
x )(y) converges for almost every (x, y) ∈

∆ × U to |Fρ(x, y)|χ(Bx)(y). Let β(m) = |B(0, 1)|−1 in Rm and let C = ‖∇Uρ‖∞.
Consequently

HolA(ρ, (∂∆, x0), y) = lim
r→0

β(m)r−m
∫
B(y,r)

HolA(ρ, (∂∆, x0), y′) dy′

= lim
r→0

r−mβ(m)

∫
B(y,r)

lim
ε→0

Hol(ρε, (∂∆, x0), y′) dy

= lim
r→0

lim
ε→0

r−mβ(m)

∫
B(y,r)

Hol(ρε, (∂∆, x0), y′ dy′

≤ lim
r→0

lim
ε→0

β(m)r−meC(m+1)4r0

∫
∆

∫
Bεx

|F ε| dy′ dx

≤ lim
r→0

β(m)r−meC(m+1)4r0

∫
∆

∫
Bx

|F | dy′ dx

≤ lim
r→0

β(m)eC(2m+1)4r0|∆|‖F‖∞.

Hence (2.18) holds for every x1, x2 ∈ B(x0, r0) for which Px1,x2 is typical for ρε → ρ.
However, for every x0 ∈ Ω and y ∈ U ′

(x1, x2) 7→ HolA(ρ, (∂[x0, x1, x2], x0), y)

is continuous on B(x0, r0)×B(x0, r0). But the set of vertices for which (2.18) holds
is of full measure and hence dense. Consequently it holds for all x1, x2 ∈ B(x0, r0).
Thus (2.18) holds with C(ρ, r0) = e4C(2m+1)r0 . �

2.6. A Frobenius theorem for non-smooth
connections

Theorem 2.50. Let ρ ∈ A(Ω×U) be an Ehresmann connection form with curvature

Fρ = 0.

Let U ′ ⊂ U , y ∈ U ′ and r0 satisfy

(2.19) r0 < min{d(U ′, ∂U)/4‖ρ‖∞, dist(y, ∂U ′)/(16‖ρ‖∞)}.
Then there exists a radial lift γy : B(x0, r0)→ U along ρ centered at x0 starting at y
satisfying

Dxγy = ρx,γy(x) a.e., and γy(x0) = y.

Furthermore, suppose η : B(x0, r0) → U is Lipschitz, such that η(x0) = y and
Dxη = ρx,η(x). Then η = γy.
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Proof. By Theorem 1.1, if the curvature of ρ is zero, we know that the A-holonomy
about any triangle is zero. Since r0 > 0 satisfies (2.19) there exists a radial lift
γ : B(x0, r0)→ U starting at y which is Lipschitz continuous by Theorem 2.40.

There exists an ε > 0 such that for any x′ ∈ B(x0, ε) there is a radial lift γx′ :
B(x′, r0 + ε)→ U along ρ starting at γ(x′) and (2.19) holds for r0 + ε. For any x ∈
B(x0, r0) we can apply Theorem 1.1 to get that the A-holonomy about the triangle
[x, x0, x

′] starting at γ(x) is 0. Consequently γx′(x) = γ(x) for every x′ ∈ B(x0, ε)
and every x ∈ B(x0, r0). Furthermore,

Dγ(x) · x− x
′

|x− x′|
= Dγx

′
(x) · x− x

′

|x− x′|
= ρx,γx′ (x) ·

x− x′

|x− x′|
for almost every x′ ∈ B(x0, ε). Hence

Dγ(x) = ρx,γ(x).

Uniqueness follows from uniqueness for the radial lift in Corollary 2.39. �

Definition 2.51. Let ρ be a connection one-form on Ω×M of class Aloc(Ω×M)
with 0 curvature. For every (x0, y0) ∈ Ω ×M there is a coordinate neighbourhood
of y0, Ψ : U → Rm, an r0 such that

0 < r0 < d(y0, ∂U)/(4‖Ψ∗ρ‖∞)

and a Lipschitz map ηx0,y0 : B(x0, r0) →M given by the radial lift along Ψ∗ρ post-
composed with Ψ. As a consequence, ηx0,y0 satisfies

Dxηx0,y0 = ρx,ηx0,y0 (x) and ηx0,y0(x0) = y0.

We call this a lift along ρ centered at x0, y0.
Let (Y, d) be a compact metric space and f : Y → Ω a Lipschitz map. We say

that a Lipschitz map f̃ : Y →M is a lift of f along ρ if there are numbers r, r0 > 0
such that for every z ∈ Y and z′ ∈ B(z, r)

f̃(z′) = ηf(z),f̃(z)(f(z′)),

where η : B(f(z), r0)→M is the lift along ρ centered at f(z), f̃(z).
Lemma 2.52. Let Ω ⊂ Rn be a smooth bounded domain, (M, g) be a smooth complete
Riemannian manifold and (Y, d0) be a compact metric space. Let y0 ∈M and R > 0
and let ρ be a connection one-form of class Aloc(Ω ×M) with zero curvature. Let
H : Y × [0, 1]→ Ω be a Lipschitz map. There is an R′ > 0 such that for any Lipschitz
map f : Y × {0} → B(y0, R) which is a lift of H|Y × {0} along ρ, there is a unique
Lipschitz map H̃ : Y × [0, 1] → B(y0, R

′) which is a lift of H along ρ and satisfies
H̃(z, 0) = f(z, 0) for every z ∈ Y .

Proof. The proof follows that of the homotopy lifting property for covering spaces cf.
[Hat02, Proposition 1.30]. Let c denote the Lipschitz constant of H, C = ‖∇Mρ‖∞
and D the diameter of Y . Suppose t 7→ H̃(z, t) is the solution of the initial value
problem

d

dt
H̃(z, t) = ρH(z,t),H̃(z,t) ·

d

dt
H(z, t)

H̃(z, 0) = f(z, 0).
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Consequently

d(y0, H̃(z, t)) ≤ d(y0, H̃(z, 0)) + d(H̃(z, 0), H̃(z, t))

≤ R + ‖ρ‖∞ecC ,
where the norm of ρ is taken over the domain Ω × B(y0, r), which is finite because
ρ ∈ Aloc(Ω×M). We set R′ = R + ‖ρ‖∞ecC .

BecauseM is complete, B(y0, R
′) is compact. Hence there is an r1 > 0 such that

for any (x, y) ∈ H(Y × [0, 1])×B(y0, R
′) there exists ηx,y : B(x, r1)→M a lift along

ρ centered at x, y. Because H is Lipschitz, there is an r > 0 such that for any z ∈ Y
and t ∈ [0, 1], H(B(z, r)× (t− r, t+ r)) ⊂ B(H(z, t), r1). Let {zi : i = 1, . . . , N} be
an r-net for Y , and let 0 = t0 < t1 < · · · < tk = 1 satisfy ti+1− ti < r for i = 0, . . . , k.

We proceed by induction. Suppose H̃i,j : B(zi, r) × [0, tj] → M is a lift of
H|B(zi, r)× ([0, tj + r) ∩ [0, 1]) along ρ. Define Hi,j+1 : B(zi, r)× [0, tj+1 + r)→M
by

Hi,j+1(z, t) =

{
Hi,j(z, t), t ∈ [0, tj]

ηH(zi,tj+1),H̃i,j(zi,tj)
(H(z, t)), tj < t < tj+1 + r.

Define H̃i,0 : B(yi, r)× [0, r) by

H̃i,0(z, t) = ηH(zi,0),f(zi,0)(H(z, t)).

The uniqueness of the lift ηH(zi,tj),H̃i,j(zi,tj)
guarantees that H̃i,j+1 is continuous and is

a lift ofH|B(zi, r)×([0, tj+1+r)∩[0, 1]). By induction we have constructed a map H̃i :
B(zi, r)× [0, 1]→M. Suppose B(zi, r)∩B(zj, r) 6= ∅. Once again by the uniqueness
of radial lifts the maps H̃i,0 and H̃j,0 are equal on (B(zi, r) ∩ B(zj, r)) × [0, r). By
induction H̃i is equal to H̃j on (B(zi, r)∩B(zi, r))× [0, 1]. Similarly any other lift G
equal to f on Y × {0} is equal to H̃.

�

Corollary 2.53 (Theorem 1.2). Let (M, g) be a smooth complete Riemannian man-
ifold, and Ω ⊂ Rn a connected and simply connected domain, and ρ ∈ Aloc(Ω×M)
an Ehresmann connection one-form with zero curvature, that is

Fρ = 0 almost everywhere.

Then for every y ∈ M and x0 ∈ Ω, there is a unique Lipschitz map γy : Ω → M
such that

Dxγy = ρx,γy(x),

γy(x0) = y.

Proof. Let σ1, σ2 : [0, 1]→ Ω be two Lipschitz paths satisfying σi(0) = x0 σi(1) = x2.
Let γi : [0, 1]→M be the lift along ρ of σi starting at y. Let H : [0, 1]× [0, 1]→ Ω
be a Lipschitz map such that H(0, t) = σ1(t), H(1, t) = σ2(t), H(s, 0) = x0 and
H(s, 1) = x1 for s, t ∈ [0, 1]. We define a lift f : [0, 1]× 0→M of H|[0, 1]× {0} by
f(s, 0) = y. We apply Lemma 2.52 to construct a lift H̃ : [0, 1] × [0, 1] → M of H
along ρ equal to f on [0, 1]× {0}. Consequently γ1(t) = H̃(0, t) and γ2(t) = H̃(1, t).
Because H̃ is a lift of H, s 7→ H̃(s, 1) is constant for s ∈ [0, 1]. Consequently
γ1(1) = γ2(1). We define γ(x) to be the value of the lift of any Lipschitz path
σ : [0, 1] → Ω from x0 to x starting at y. By the preceding reasoning, this value is
independent of the choice of path.
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Lastly the condition
Dxγy = ρx,γy

follows from the fact that γ(x′) = ηx,γ(x)(x
′) wherever the latter is defined. �

2.6.1. Frobenius’ theorem for Lipschitz distributions. In this section we show
that Frobenius’ integrability condition for Lipschitz distributions follows from Theo-
rem 1.2.
Theorem 2.54 (cf. Theorem A1 in [Sim96]). Let k ≤ n be positive integers, let M
be a C2 n-manifold and let H be a rank k Lipschitz hyperplane distribution in M.
If H is involutive almost everywhere then it is integrable. Furthermore the integral
submanifolds are of class C1,1.

We say a rank k hyperplane distribution, H ⊂ TM is continuous if it is everywhere
locally given by the span of continuous vector fields. If it is given locally by the span
of Lipschitz vector fields, we say it is Lipschitz. If X, Y : M → TM are Lipschitz
vector fields we can define their commutator in coordinates, that is if

X = X i∂i, Y = Y i∂i

where ∂i = ∂
∂xi

, then

[X, Y ] = [X, Y ]i∂i [X, Y ]i = Xj ∂Y
i

∂xj
− Y j ∂X

i

∂xj
,

which is defined almost everywhere and is locally essentially bounded.
A Lipschitz Hyperplane distribution H is said to be involutive almost everywhere if

for every pair of Lipschitz vector fields X, Y :M→H, and for almost every x ∈M

[X, Y ](x) ∈ H.

Let U and V be subsets of Rn. Define the set

U + V = {x+ y : x ∈ U, y ∈ V }.

Lemma 2.55. Let Ω ⊂ Rn be a connected domain. Let H ⊂ TΩ be a continuous rank
k-distribution. Then for every x0 ∈ Ω there is a k-dimensional subspace P0 ⊂ Rn,
relatively open U0 ⊂ P0 and V0 ⊂ P⊥0 and a connection one-form ρ : U0 × V0 →
P⊥0 ⊗ Λ1P0 such that x0 ∈ U0 + V0, and for every x ∈ U × V

Hx = {X + ρ(x) ·X : X ∈ P0} × {y}.

Furthermore H is Lipschitz, if and only if ρ is a Lipschitz continuous function.

Proof. Without loss of generality we may assume that x0 = 0 and H0 = Rk ⊂ Rn.
Let ε > 0 be such that there are continuous vector fields X1, X2, . . . , Xk : B(0, ε)→
Rn spanning H|B(0, ε). Suppose further that there exist continuous vector fields
Xk+1, . . . , Xn : B(0, ε) → Rn which, for every x ∈ B(0, ε), extend X1, . . . , Xk to a
basis of Rn. We apply Gram-Schmidt orthogonalisation to get continuous orthonor-
mal vector fields X̂1, . . . , X̂n : B(0, ε) → Rn, such that X̂1, . . . , X̂k span H, and
X̂k+1, . . . , X̂m span H⊥, the orthogonal complement of H. In particular if the Xi are
Lipschitz continuous then so are the X̂i. Set ei to be the standard Cartesian basis
vectors in Rn, and without loss of generality assume that ei = X̂i(0) for i = 1, . . . , n.
Then {e1, . . . , ek} is an orthonormal basis of Rk and {ek+1, . . . , en} is an orthonormal
basis of Rn−k.
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Define the matrix field

ΠH : B(0, ε)→Mn×n, x 7→
k∑
i=1

X̂i(x)⊗ 〈X̂i(x), ·〉.

Then ΠH(x) · ΠH(x) = ΠH(x) and ΠH(x)t = ΠH(x) for every x ∈ B(0, ε). And for
every x ∈ B(0, ε) and X ∈ Rn, ΠH(x) ·X ∈ Hx.

Let Πk and Πn−k denote the matrices of the projections onto, respectively, the first
k-coordinates and last n− k coordinates of Rn.

ΠH is continuous because it is the sum of products of continuous functions and
ΠH(0) = Πk. If the Xi are Lipschitz, then so is ΠH.

Consider for every x ∈ B(0, ε) the matrix Πk · ΠH(x). For any vector X ∈ Rk,

|(Πk · ΠH(x)) ·X −X| = |Πk · (ΠH(x)− Πk)X|
≤ ‖Πk‖‖ΠH(x)− ΠH(0)‖|X|
≤ ‖ΠH(x)− ΠH(0)‖|X|.

By the continuity of ΠH we have that there is a δ > 0 such that for all x ∈ B(0, δ)
‖ΠH(x)−ΠH(0)‖ < 1/2. For every x ∈ B(0, δ) let (Πk ·ΠH(x))|Rk : Rk → Rk denote
the linear map

X 7→ Πk · ΠH(x) ·X.
Then

‖(Πk · ΠH(x))|Rk − IdRk‖ < 1/2

for every x ∈ B(0, δ). Hence there is a (k × k) inverse matrix R(x). Furthermore
for every x ∈ B(0, δ), matrix multiplication by ΠH(x) is a linear isomorphism from
Rk → Hx and matrix multiplication by Πk is a linear isomorphism from Hx to Rk.
The function R : B(x0, δ) → GL(k) is continuous because ΠH : B(0, δ) →Mn×n is
continuous. In particular, if ΠH is Lipschitz then so is R.

Let in,k denote the (n× k)-matrix which takes Rk to the first k components of Rn.
Define Q : B(0, δ) → Mn×k by Q(x) = ΠH(x) · in,k · R(x) ∈ Mn×k for x ∈ B(0, δ).
Then Πk ·Q(x) = IdRk . Define the map ρ : B(0, δ)→M(n−k)×k by x 7→ Πn−k ·Q(x).
If Q is continuous, then so is ρ. If Q is Lipschitz then so is ρ.

For any Z ∈ Hx Z = Πk · Z + Πn−k · Z. Let X = Πk · Z, then Πk · Q(x)X = X.
The vector Z is the unique vector in H with P -component X, so Z = Q(x) ·X, and
so

Z = Πk ·Q(x) ·X + Πn−k ·Q(x) ·X = X + ρ(x) ·X.
Let U = B(0, δ/

√
2) ⊂ Rk and V = B(0, δ/

√
2) ⊂ Rn−k, then U + V ⊂ B(0, δ) ⊂

Rn. This gives us a map ρ : U + V → M(n−k)×k but M(n−k)×k is isomorphic to
TV ⊗ Λ1U .

Suppose ρ is Lipschitz continuous. Then the vector fields given by x 7→ ei+ρ(x) ·ei
for i = 1, . . . , k are Lipschitz and span H. Hence H is Lipschitz.

�

Lemma 2.56. Let U ⊂ Rk, V ⊂ Rm−k be bounded domains and ρ : U × V →
Rm−k ⊗ Λ1U be a Lipschitz continuous connection one-form. Then ρ ∈ A(U × V ).
Furthermore the distribution

H = {(X ⊕ ρ(y) ·X, y) ∈ Rm × (U × V ) : y ∈ U × V, X ∈ Rk

is involutive almost everywhere if and only if Fρ = 0 almost everywhere.
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Proof. Let x1, . . . , xk denote the k coordinates of Rk and y1, . . . , ym−k the coordinates
of Rm−k. Because ρ is Lipschitz, it is in W 1,∞(U × V,Rn ⊗Λ1U). Hence ρ is of class
A(U × V ).

First we note that the proof of Lemma 2.8 holds for X and Y Lipschitz vector
fields. Hence for Lipschitz vector fields Z1 = X + ρ · X and Z2 = Y + ρ · Y the
following holds almost everywhere

[Z1, Z2] = [X + ρ ·X, Y + ρ · Y ]

= ∇X+ρ·XY −∇Y+ρ·YX + ρ · (∇X+ρ·XY +∇Y+ρ·YX) + Fρ(X, Y ).

By construction H⊕ Rn−k = Rn so
[Z1, Z2] ∈ H

almost everywhere if and only Fρ = 0 almost everywhere. �

Proof of Theorem 2.54. Because H is Lipschitz, around every point z0 ∈ M we can
choose a chart (ϕ,Ω) such that ϕ(Ω) = U × V , U ⊂ Rk, V ⊂ Rm−k and Dϕ(H) is
given by {X+ρ ·X : X ∈ Rk} where ρ ∈ A(U×V ) by Lemma 2.56. Suppose without
loss of generality that ϕ(z0) = (0, 0). Because H is involutive almost everywhere, it
follows that Fρ = 0 almost everywhere. Hence by Lemma 2.55, there is a V ′ ⊂ V
containing 0 and a unique γ : U × V ′ → U × V satisfying

∂iγ(x, y) = ei + ρ · ei and γ(x0, y) = (x0, y),

where ei is the ith standard basis vector of Rk and i = 1, . . . , k. Then we can define
a homeomorphism γz0 : U × V ′ →M by γz0 = ϕ−1 ◦ γ, which satisfies ∂iγz0 ∈ H for
i = 1, . . . k. In particular the map x 7→ γz0(x, y) has a Lipschitz continuous derivative
and hence is C1,1-smooth.

Given two points z1 and z2 in M, and corresponding charts (ϕ1,Ω1), (ϕ2,Ω2),
ϕi(zi) = (xi, yi), define γz1 : U1 × V1 →M and γz2 : U2 × V2 →M.

We can define sets Oi = γzi(Ui × {yi}) i = 1, 2, and maps ψi = πUi×{yi} ◦ ϕi :
Oi → Ui ⊂ Rk, where πUi×{yi} is the Cartesian projection Ui× Vi → Ui×{yi}. Then
γzi |Ui × {yi} is the inverse map of ψi.

By uniqueness of the lifts
γz1 ◦ ϕ1 ◦ ϕ−1

2 = γz2 .

on ψ2(O1 ∩ O2), and hence the intersection O1 ∩ O2 is locally homeomorphic to an
open subset of Rk. Define the transition map

ψ1,2 : ψ1(O1 ∩O2)→ ψ2(O1 ∩O2), x 7→ ψ2(γz1(x, y1)).

The transition maps are compositions of C2- and C1,1-smooth maps, and hence C1,1-
smooth. �





CHAPTER 3

Quasiconformal co-frames and p-harmonic maps to SO(n)

In this chapter we investigate the connections between Rn-valued one-forms minimis-
ing the norm of their exterior derivative over a fixed conformal class and p-harmonic
maps to SO(n).

The orthogonal group O(n) is the space of (n× n)-matrices R satisfying

RtR = I.

The special orthogonal group SO(n) is the subset of O(n) of matrices with deter-
minant 1. The group O(n) is homeomorphic to two disjoint copies of SO(n), and
SO(n) is the connected component of the identity of O(n).

These groups are both Lie groups. Because SO(n) is the connected component
of I ∈ O(n) we have that the Lie algebras of SO(n) and O(n) are the same. We
denote this space by son and it is the space of antisymmetric (n× n)-matrices with
Lie bracket given by the commutator of two elements:

[A,B] = AB −BA
for every A,B ∈ son. The adjoint action is given by conjugation with elements of
O(n): for every R ∈ O(n)

AdR : son → son, AdR(u) = R−1uR.

The conformal group CO(n) is the group of (n×n)-matrices λR where λ ∈ R\{0}
andR ∈ O(n). The group CO+(n) is the set of positively oriented conformal matrices,
that is conformal matrices with positive determinant. We denote

CO+
0 (n) = CO+(n) ∪ {0} and CO0(n) = CO(n) ∪ {0}.

The sets CO(n) and CO+(n) are (non-compact) Lie groups.
Once again CO+(n) is the connected component of the identity in CO(n), so

CO+(n) and CO(n) have the same Lie algebra, namely (RI)⊕ son where RI is the
space of matrices equal to a constant times the identity matrix. The Lie-bracket is
once again given by the commutator.

Conformal matrices have a rather nice property cf. [IM01, (9.39)]
Proposition 3.1. Let A be a matrix, then

|A|n ≥ nn/2| detA|,
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and A ∈ CO+
0 if and only if

|A|n = nn/2 detA.

Here |A| is the non-normalised Hilbert-Schmidt norm
√∑n

i,j=1 a
2
ij of A = (aij)

For an invertible matrix A we define the outer distortion

(3.1) KO(A) = |A|n detA−1

and the inner distortion

(3.2) KI(A) = |A−1|n detA.

For a matrix field A : Ω → Mn×n which is invertible almost everywhere, we define
KO(A) = esssupxK

O(A(x)) and KI(A) = esssupxK
I(A(x)).

If ρ : Ω→ Rn ⊗ Λ1Ω is a measurable co-frame, and there is a K > 0 for which

|ρ(x)|n ≤ K det ρ(x)

for almost every x ∈ Ω, we say that ρ is a K-quasiconformal co-frame; by Proposition
3.1 K ≥ nn/2.

Let Σ ⊂ Ω be a measurable set and let ρ : Ω → Rn ⊗ Λ1Ω given by ρi = P i
jdx

j

be a K-quasiconformal co-frame which vanishes almost nowhere on Σ. It has a dual
frame R : Σ→ Rn ⊗ TΩ given by

Ri = Rj
i∂j.

where Rj
i is the inverse matrix field to P i

j , i.e. Ri
jP

j
k = δik. Trivially

Ri ⊗ ρi(x) = IdTxΩ and ρi(Rj)(x) = δij

for almost every x ∈ Σ.
Lemma 3.2. Let ρ : Ω → Rn ⊗ Λ1Ω be a K-quasiconformal co-frame. Suppose that
for every x ∈ Σ ⊂ Ω, ρ(x) 6= 0. Then for almost every x ∈ Σ the map

ρ(x)∧ : son ⊗ Λ1Ω→ Rn ⊗ Λ2Ω α 7→ α ∧ ρ(x)

is invertible and has inverse given by

ρ(x)−1
∧ : Rn ⊗ Λ2Ω→ son ⊗ Λ1Ω

β 7→ 1

2

(
Ri(x)xβj −Rj(x)xβi + βk(Ri(x), Rj(x))ρk(x)

)
where R ∈ Rn ⊗ TΩ is the dual frame to ρ. The norm of this map is bounded in the
following way

(3.3) |ρ(x)−1
∧ | ≤ C(n)(KI(P ))1/n det ρ−1/n(x),

where KI(P ) is the inner distortion of the coefficient matrix P of ρ.

Proof. The norm bound follows from the fact that

|Rj(x)| ≤ |P−1| ≤ (KI)1/n det ρ−1/n,
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by virtue of being the dual frame to ρj(x). Let α ∈ son ⊗ Λ1Ω. Then

2ρ(x)−1
∧ (α ∧ ρ(x))ij

= Ri(x)x(αjk ∧ ρk(x))−Rj(x)x(αik ∧ ρk(x))

+ (αkl ∧ ρl(x))(Ri(x), Rj(x))ρk(x)

= αjk(Ri(x))ρk(x)− ρk(x)(Ri(x))αjk − αik(Rj(x))ρk(x)

+ ρk(x)(Rj(x))αik + αkl(Ri(x))ρl(x)(Rj(x))ρk(x)

− αkl(Rj(x))ρl(x)(Ri(x))ρk(x)

= αjk(Ri(x))ρk(x)− δki αjk − αik(Rj(x))ρk(x) + δkjα
ik

+ αkl(Ri(x))δljρ
k(x)− αkl(Rj(x))δliρ

k(x)

= αij − αji

= 2αij.

�

For 1 ≤ p <∞ and ρ ∈ W d,p(Ω,Rn⊗ΛkΩ) define the exterior energy Ep of ρ to be

(3.4) Ep(ρ) :=

∫
Ω

|dρ|p dx.

3.1. p-harmonic maps and SO(n)

Throughout this chapter, we will assume that Ω ⊂ Rn is a bounded Euclidean do-
main with smooth boundary. Of special interest in this study is the spaceW 1,p(Ω, SO(n))
of Sobolev maps to the Lie group SO(n). For 1 ≤ p ≤ ∞ the space of p-Sobolev
maps to SO(n) denoted W 1,p(Ω, SO(n)) is defined to be the subset of elements of
W 1,p(Ω,Mn×n) with values almost everywhere in SO(n). Of special interest in this
study is the so called p-energy of a Sobolev map:

(3.5) Ip : W 1,p(Ω, SO(n))→ R, σ 7→
∫

Ω

|dσ|p.

The left (resp. right) Darboux derivative of σ ∈ W 1,p(Ω, SO(n)) is DLσ := σ−1dσ
(resp. (DRσ)σ−1). A priori we would expect σ−1dσ ∈ Lp(Ω,Mn×n ⊗ Λ1Ω), as
dσ ∈ Lp(Ω,Mn×n ⊗ Λ1Ω) and σ−1 ∈ L∞(Ω, SO(n)). In fact we have the following
Lemma 3.3. Let 1 ≤ p ≤ ∞ and σ ∈ W 1,p(Ω, SO(n)). Then DLσ is son-valued, i.e.
DLσ ∈ Lp(Ω, son ⊗ Λ1Ω). (Similarly for DRσ).

Proof. Consider first an absolutely continuous function σ : [0, 1] → SO(n). We can
extend this to a map σ : R→ SO(n) by letting it be constant outside the endpoints.
Let σε : R→Mn×n be a standard smooth approximation satisfying the properties

(1) σε → σ uniformly, i.e. ‖σε − σ‖∞ → 0 as ε→ 0, and ‖σε‖∞ ≤ ‖σ‖∞;
(2) dσε → dσ in the L1 norm, i.e.∫

R
|dσε(x)− dσ(x)| dx→ 0

as ε→ 0, and ‖dσε‖1 ≤ ‖dσ‖1;
(3) σε ∈ C∞(R,Mn×n).
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The existence of such an approximation is standard and can be found in, for instance
[Eva98, §5.3.1,§C.4].

Then ∫ 1

0

|(Dσt)σ + σtDσ − (D(σε)tσε + (σε)tDσε)| dx

≤
∫
R
|D(σε)t −Dσt||σε| dx+

∫
R
|D(σt)||σε − σ| dx

+

∫
R
|(σε)t − σt||Dσε| dx+

∫
R
|σt||Dσε −Dσ| dx

≤ (‖D(σε)−Dσ‖1(‖σ‖∞ + ‖σε‖∞)

+ (‖Dσ‖1 + ‖Dσε‖1)‖σε − σ‖∞
≤ 2‖σ‖∞‖Dσ −Dσε‖1 + 2‖Dσ‖1(‖σε − σ‖∞).

Now ‖σ − σε‖∞ → 0 and ‖Dσ −Dσε‖1 → 0 as ε→ 0. It follows that∫
R
|Dσtσ + σtDσ −D((σε)tσε)| dx→ 0

as ε → 0. As such (σε)t(σε) converges in W 1,1(R,Mn×n). Since (σε)tσε converges
uniformly to I, and d((σε)tσε) converges in L1(R,Mn×n), d[(σε)tσε] must converge
to the weak derivative of I, which is zero [Eva98, 5.2.1]. Hence

(Dσt)σ + σtDσ = lim
ε→0

(Dσε)tσε + (σε)tDσε = DI = 0, a.e.

Consequently σtDσ = σ−1Dσ is an antisymmetric matrix.
Now if σ ∈ W 1,p(Ω, SO(n)) then it is absolutely continuous on almost every line.

As such for almost every line ` in Ω, the restriction of σ to this line is absolutely
continuous. It follows that the partial derivatives of σ : Ω→ SO(n), when multiplied
by σ−1 on the left, are antisymmetric matrices. And hence DLσ = σ−1dσ is an
antisymmetric matrix valued one-form almost everywhere.

Lastly dσ ∈ Lp(Ω,Mn×n ⊗ Λ1Ω) so σ−1dσ ∈ Lp(Ω,Mn×n ⊗ Λ1Ω). But by the
preceding reasoning σ−1dσ(x) ∈ son ⊗ Λ1Ω for almost every x ∈ Ω, and so σ−1dσ ∈
Lp(Ω, son ⊗ Λ1Ω). �

Remark 3.4. Let 1 ≤ p <∞ and σ ∈ W 1,p(Ω, SO(n)). Then

Ip(σ) =

∫
Ω

|DLσ|p dx =

∫
Ω

|DRσ|p dx.

This is a direct consequence of Proposition 1.13, as dσ is a matrix valued one-form,
and left and right multiplication by an orthogonal matrix preserves the Hilbert–
Schmidt norm.
Lemma 3.5. Let p′ ≥ n, 1 < p ≤ p′ and 1 < q ≤ ∞. Suppose σ ∈ W 1,p′/(p′−1)(Ω, SO(n))
and ρ ∈ Lp

′
(Ω,Rn ⊗ Λ1Ω). Suppose further that σρ ∈ COpρ(Ω) and (det ρ)−1/n ∈

Lq(Ω). Then σ ∈ W 1,q′(Ω, SO(n)) where q′ = pq/(p+ q).
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Proof. Because σ ∈ W 1,p′/(p′−1)(Ω, SO(n)), we know by Lemma 3.3 that DLσ ∈
Lp
′/(p′−1)(Ω, son ⊗ Λ1Ω). The condition (det ρ)−1/n ∈ Lq(Ω) implies that ρ is essen-

tially non-vanishing. Now by Lemma 3.2 and quasiconformality of the frame ρ,∫
Ω

|DLσ|q
′
dx =

∫
Ω

|DLσ|q
′
det ρq

′/n det ρ−q
′/n dx

≤ C(n)

∫
Ω

|DLσ|q
′|ρ|q′ det ρ−q

′/n dx

≤ C(n,K)

∫
Ω

|DLσ ∧ ρ|q
′
det ρ−q

′/n dx

≤ C(n,K)‖DLσ ∧ ρ‖q
′

p ‖ det ρ−1/n‖q′q .

Thus
‖DLσ‖q′ ≤ C(n,K)‖DLσ ∧ ρ‖p‖ det ρ−1/n‖q.

Now by virtue of Lemma 1.14, we know that d(σρ) = dσ ∧ ρ + σdρ, and hence we
know that

DLσ ∧ ρ = σ−1dσ ∧ ρ = σ−1d(σρ)− dρ.

Consequently

‖DLσ‖q′ ≤ C(n,K)‖ det ρ−1/n‖q‖DLσ ∧ ρ‖p
≤ C(n,K)‖ det ρ−1/n‖q (‖d(σρ)‖p + ‖dρ‖p)

and hence DLσ ∈ Lq
′
(Ω, son ⊗ Λ1Ω). Consequently dσ ∈ Lq

′
(Ω,Mn×n ⊗ Λ1Ω).

Because σ : Ω → SO(n) is anMn×n-valued 0-form, and dσ ∈ Lq′(Ω,Mn×n ⊗ Λ1Ω)
the claim follows. �

3.2. The Euler–Lagrange equations

Theorem (1.5). Let 1 < p < ∞. If ρ ∈ Lp(Ω,Rn ⊗ Λ1Ω) is a local minimiser of
Ep : COpρ0

(Ω)→ R, then it satisfies the Euler-Lagrange equations

(3.6)
∫

Ω

〈|dρ|p−2dρ, d(λρ)〉 dx = 0

and

(3.7)
∫

Ω

〈|dρ|p−2dρ, du ∧ ρ〉 dx = 0,

where u ∈ C∞0 (Ω, son) and λ ∈ C∞0 (Ω).

Proof. Let δ > 0 and αt ∈ C∞(Ω, CO+(n)) t ∈ (−δ, δ) be a smooth one-parameter
family of test functions equal to the identity on a neighbourhood of ∂Ω, with α0 ≡
I. Then for |t| small enough, there exists a smooth one-parameter family At ∈
C∞0 (Ω, con) satisfying αt = exp(At).

Because con = R⊕ son we consider et(λI+u) where λ ∈ C∞0 (Ω) and u ∈ C∞0 (Ω, son).
Set τt = t−1(et(λI+u) − I)ρ for t > 0 and τ0 = (λI + u)ρ. Furthermore we note that
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limt→0 τt(x) = τ0(x) for every x ∈ Ω. Then
d

dt
Ep(et(λ+u)ρ)|t=0 = lim

t→0

1

t

∫
Ω

|d(et(λ+u)ρ)|p − |dρ|p dx

= lim
t→0

1

t

∫
Ω

〈d(et(λ+u)ρ), d(et(λ+u)ρ)〉p/2 − |dρ|p dx

= lim
t→0

1

t

∫
Ω

〈dρ+ tdτt, dρ+ tdτt〉p/2 − |dρ|p dx

= lim
t→0

1

t

∫
Ω

(
|dρ|2 + t2|dτt|2 + 2t 〈dρ, dτt〉

)p/2
− |dρ|p dx

= lim
t→0

∫
Ω

It dx,

where
It =

1

t

[
(|dρ|2 + t2|dτt|2 + 2〈dτ, dρ〉)p/2 − |dρ|p

]
.

By the monotonicity of | · |p/2, we have the estimate

|It| ≤
1

t

(
(|dρ|2 + t2|dτt|2 + 2t|〈dρ, dτt〉|)p/2 − |dρ|p

)
≤ 1

t

(
(|dρ|2 + t2|dτt|2 + 2t|dρ||dτt|)p/2 − |dρ|p

)
≤ 1

t
((|dρ|+ t|dτt|)p − |dρ|p)

≤ p(|dρ|+ t|dτt|)p−1|dτt|
≤ p(|dρ|+ |dτt|)p−1|dτt|
≤ C(p)(|dρ|p−1|dτt|+ |dτt|p).

for every t > 0 On the other hand,

dτt = d

(
∞∑
k=1

(λI + u)k
tk−1

k!
ρ

)

=

(
∞∑
k=1

k−1∑
j=0

(λI + u)j(dλI + du)(λI + u)k−j−1 t
k−1

k!

)
∧ ρ

+

(
∞∑
k=1

(λI + u)k
tk−1

k!

)
dρ.

Thus

|dτt| ≤
∞∑
k=1

k(|λ|+ |u|)k−1(|dλ|+ |du|)t
k−1

k!
|ρ|

+
∞∑
k=1

(|u|+ |λ|)k t
k−1

k!
|dρ|

≤ (‖du‖∞ + ‖dλ‖∞)et(‖u‖∞+‖λ‖∞)|ρ|
+ (‖u‖∞ + ‖λ‖∞)F (t(‖u‖∞ + ‖λ‖∞))|dρ|,
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where F (x) = (ex − 1)/x. By the monotonicity of F and the exponential function,
for every 0 < t ≤ 1

|dτt| ≤ (‖du‖∞ + ‖dλ‖∞)e‖u‖∞+‖λ‖∞ |ρ|+ (‖u‖∞ + ‖λ‖∞)F (‖u‖∞ + ‖λ‖∞)|dρ|.
Thus

(3.8) |dτt| ≤ C(|ρ|+ |dρ|),
where

C = (‖du‖∞ + ‖dλ‖∞)e‖u‖∞+‖λ‖ + (‖u‖∞ + ‖λ‖∞)F (‖u‖∞ + ‖λ‖∞).

Hence
|It| ≤ C

[
|dρ|p + |ρ|p + |dρ|p−1|ρ|

]
,

where C = C(p, ‖u‖1,∞, ‖λ‖∞) Thus we get a uniform (for 0 < t ≤ 1) integrable
bound. Hence we can apply the Dominated Convergence Theorem and obtain:

0 =
d

dt
Ep
(
et(λ+u)ρ

)∣∣
t=0

= lim
t→0

∫
Ω

It dx

=

∫
Ω

lim
t→0

1

t

[
(|dρ|2 + t2|dτt|2 + 2t〈dτt, dρ〉)p/2 − |dρ|p

]
dx

= p

∫
Ω

〈|dρ|p−2dρ, dτ0〉 dx = p

∫
Ω

〈|dρ|p−2dρ, d[(λI + u)ρ]〉 dx.

Setting u = 0 and then λ = 0 yields, respectively, the equations∫
Ω

〈|dρ|p−2dρ, d(λρ)〉 = 0, and
∫

Ω

〈|dρ|p−2dρ, d(uρ)〉 dx = 0.

Since 〈dρ, u dρ〉 = 0 almost everywhere by Lemma 1.12, the second equation can be
written

0 =

∫
Ω

〈|dρ|p−2dρ, du ∧ ρ+ u dρ〉 dx

=

∫
Ω

〈|dρ|p−2dρ, du ∧ ρ〉+ |dρ|p−2〈dρ, u dρ〉 dx

=

∫
Ω

〈|dρ|p−2dρ, du ∧ ρ〉 dx.

This completes the proof. �

Equation (3.6) corresponds to Equation (7.4) in [PR11]. As a direct corollary of
Theorem 1.5 we obtain a weak reverse Hölder inequality for the local minimisers of
the energy functional Ep.
Corollary 3.6 (Corollary 7.8 in [PR11]). Let p > n/2. Suppose ρ ∈ COpρ0

(Ω)
is a local minimiser of Ep. Then there exist constants q = q(n,K) > n and C =
C(n,K, q) > 0 such that for every ball B with 2B ⊂⊂ Ω(∫

B

|ρ|q dx
)1/q

≤ C

(∫
2B

|ρ|n dx
)1/n

.

The following Lemma is needed to test agains arbitrary Sobolev functions, and not
just smooth functions.
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Lemma 3.7. Let n/2 < p ≤ n. Suppose ρ ∈ COpρ0
(Ω) satisfies the Euler-Lagrange

equations (3.6) (respectively (3.7)) for any smooth test function λ ∈ C∞0 (Ω) (resp.
u ∈ C∞0 (Ω, son)). Then ρ satisfies the equations for any function λ ∈ W 1,p∗

0 (Ω) (resp.
u ∈ W 1,p∗

0 (Ω, son)) where p∗ = np/(n − p). Furthermore, if p = n/2 and ρ satisfies
(3.7) for any smooth test function u ∈ C∞0 (Ω, son) then it satisfies (3.7) for any test
function u ∈ W 1,n

0 (Ω, son).

Proof. We first prove the claim for (3.7). Let uε → u be a sequence of smooth
compactly supported functions in Ω converging in W 1,p∗

0 (Ω, son).
Then ∣∣∣∣ ∫

Ω

〈|dρ|p−2dρ,du ∧ ρ〉 dx
∣∣∣∣

=

∣∣∣∣∫
Ω

〈|dρ|p−2dρ, duε ∧ ρ+ (du− duε) ∧ ρ〉 dx
∣∣∣∣

=

∣∣∣∣ ∫
Ω

〈|dρ|p−2dρ, duε ∧ ρ〉 dx

+

∫
Ω

〈|dρ|p−2dρ, (du− duε) ∧ ρ〉 dx
∣∣∣∣

=

∣∣∣∣∫
Ω

〈|dρ|p−2dρ, (du− duε) ∧ ρ〉 dx
∣∣∣∣

≤
∫

Ω

|dρ|p−1|du− duε||ρ| dx

≤ ‖dρ‖p−1
p

(∫
Ω

|du− duε|p|ρ|p dx
)1/p

≤ ‖dρ‖p−1
p ‖du− duε‖p∗‖ρ‖n.

This is true for any 1 < p ≤ n and every ε > 0, and hence∫
Ω

〈|dρ|p−2dρ, du ∧ ρ〉 dx = 0.

Now we prove the claim for (3.6). Let λε → λ be a sequence of smooth compactly
supported functions converging in W 1,p∗

0 (Ω). Then consider∣∣∣∣ ∫
Ω

〈|dρ|p−2dρ, d(λρ)〉 dx
∣∣∣∣

=

∣∣∣∣ ∫
Ω

〈|dρ|p−2dρ, d(λερ)〉 dx+

∫
Ω

〈|dρ|p−2dρ, d(λ− λε) ∧ ρ

+ (λ− λε)dρ〉 dx
∣∣∣∣

=

∣∣∣∣∫
Ω

〈|dρ|p−2dρ, d(λ− λε) ∧ ρ+ (λ− λε)dρ〉 dx
∣∣∣∣

≤
∫

Ω

|dρ|p−1|dλ− dλε||ρ|+ |dρ|p|λ− λε| dx
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≤ ‖dρ‖p−1
p ‖dλ− dλε‖p∗‖ρ‖n + ‖dρ‖pp‖λ− λε‖∞

≤ C‖dρ‖p−1
p (‖dρ‖p + ‖ρ‖n)‖dλ− dλε‖p∗ .

The last inequality is possible because if p > n/2 then p∗ > n, so we can use Morrey’s
inequality. Once again we allow ε→ 0, which yields∫

Ω

〈|dρ|p−2dρ, d(λρ)〉 = 0.

�

3.2.1. A-harmonic maps to SO(n). Let V be a finite dimensional inner-product
space. Consider a measurable bundle map

A : Ω× (V ⊗ Λ1Rn)→ (V ⊗ Λ1Rn).

We say A is monotone of growth p ≥ 1 if
• for almost every x ∈ Ω the map ξ 7→ A(x, ξ) is continuous;
• there is a number C ≥ 1 such that

C−1|ξ|p ≤ 〈A(x, ξ), ξ〉 ≤ C|ξ|p

for almost every x ∈ Ω and ξ ∈ V ⊗ Λ1Rn;
• for almost every x ∈ Ω and every ξ, ζ ∈ V ⊗ Λ1Rn

〈A(x, ξ)−A(x, ζ), ξ − ζ〉 ≥ 0

with equality if and only if ξ = ζ; and
• for every λ ∈ R A(x, λξ) = λ|λ|p−2A(x, ξ).

A function f : Ω→ V is said to be A-harmonic if it satisfies∫
Ω

〈A(df), du〉 dx = 0

for all u ∈ C∞0 (Ω, V ). The concept of an A-harmonic function f : Ω→ V generalises
the notion of a p-harmonic function. In general they arise as minimisers of functionals
of the form

IA(f) =

∫
Ω

F (x,Df) dx

under suitable assumptions on F ; see e.g. [HKM06, Chapter 5].
We consider maps from Ω to SO(n). Let A : Ω × (son ⊗ Λ1Rn) → (son ⊗ Λ1Rn)

be monotone of growth p ≥ 1.
A map σ ∈ W 1,p(Ω, SO(n)) is said to be A-harmonic if∫

Ω

〈A(DLσ),Adσ(du)〉 dx = 0

for all u ∈ C∞0 (Ω, son).
Lemma 3.8. Let 1 < p <∞. Assume that G : Ω→ End(son⊗Λ1Rn) is an essentially
bounded measurable map satisfying

(1) for every ξ ∈ son ⊗ Λ1Ω and almost every x ∈ Ω

C−1|ξ|2 ≤ 〈G(x)ξ, ξ〉 ≤ |ξ|2
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(2) for every ξ, ζ ∈ son ⊗ Λ1Ω and almost every x ∈ Ω

〈G(x)ξ, ζ〉 = 〈ξ,G(x)ζ〉.

Then
AG(x, ξ) = 〈G(x)ξ, ξ〉p/2−1G(x)ξ,

is monotone of growth p, and a local minimiser σ ∈ W 1,p(Ω, SO(n)) of the energy

IpG(σ) =

∫
Ω

〈G(x)DLσ(x), DLσ(x)〉p/2 dx

satisfies the A-harmonic equation∫
Ω

〈AG(x,DLσ(x)),Adσ(x)(du(x))〉 dx = 0

for every u ∈ C∞0 (Ω, son).

Proof. We consider the variation σ 7→ etuσ where t ∈ R and u ∈ C∞0 (Ω, son). Then

DL(etuσ) = σ−1e−tudetuσ + σ−1dσ

= Adσ(DLe
tu) +DLσ.

We get
d

dt

∣∣∣∣
t=0

DL(etuσ) = Adσ(du).

We differentiate the integrand of IpG(σ), and by Property 2

d

dt

∣∣∣∣
t=0

〈GDL(etuσ),DL(etuσ)〉p/2

= (p/2)〈GDLσ,DLσ〉p/2−1(〈G Adσ(du), DLσ〉
+ 〈GDLσ,Adσ(du)〉)

= p〈GDLσ,DLσ〉p/2−1〈GDLσ,Adσ(du)〉

a.e. in Ω.
Consequently, since σ is a local minimiser of IpG, we get

0 =
d

dt

∣∣∣∣
t=0

IpG(etuσ) =

∫
Ω

d

dt

∣∣∣∣
t=0

〈G(x)DL(etu(x)σ(x)), DL(etu(x)σ(x))〉p/2 dx

= p

∫
Ω

〈G(x)DLσ(x), DLσ(x)〉p/2−1〈G(x)DLσ(x),Adσ(x)du(x)〉 dx.

Here we have brought the differentiation through the integration without an explicit
justification vis-à-vis the proof of Theorem 1.5, because this class of functionals is
more standard in the literature [HKM06, HL87]. �

When we look at the energy minimiser problem σ 7→ Ep(σ dx) in this context, we
arrive at the following Euler-Lagrange equation:
Corollary 3.9. Let σ ∈ W 1,p(Ω, SO(n)) be a local minimiser of σ 7→ Ep(σ dx).
Then σ satisfies the A-harmonic equation

(3.9)
∫

Ω

〈A(DLσ),Adσ(du)〉 dx = 0
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for every u ∈ C∞0 (Ω, son), where

A : son ⊗ Λ1Rn → son ⊗ Λ1Rn, A(ξ) = 〈Gξ, ξ〉p/2−1Gξ,

and
G = (· ∧ dx)∗(· ∧ dx).

We remind the reader that G ∈ End(son ⊗ Λ1Rn) is defined by

〈G(ξ), ζ〉 = 〈ξ ∧ dx, ζ ∧ dx〉.

Proof of Corollary 3.9. By Theorem 1.5, for every u ∈ C∞0 (Ω, son)∫
Ω

〈|dσ ∧ dx|p−2dσ ∧ dx, du ∧ σdx〉 dx = 0.

Since σ takes values in SO(n), we have

0 =

∫
Ω

〈|σ−1dσ ∧ dx|p−2σ−1dσ ∧ dx, σ−1duσ ∧ dx〉 dx

=

∫
Ω

〈|DLσ ∧ dx|p−2DLσ ∧ dx,Adσ(du) ∧ dx〉 dx

=

∫
Ω

〈DLσ ∧ dx, DLσ ∧ dx〉p/2−1〈DLσ,Adσ(du) ∧ dx〉 dx.

Thus ∫
Ω

〈GDLσ,DLσ〉p/2−1〈GDLσ,Adσ(du)〉 dx = 0.

By Lemma 3.2 G satisfies the conditions of Lemma 3.8, and so A is monotone of
growth p and ∫

Ω

〈A(DLσ),Adσ(du)〉 dx = 0

for every u ∈ C∞0 (Ω, son). �

The interesting thing is that the linear map G in Corollary 3.9 is independent of
x ∈ Ω and σ. In particular A is C1, and we can apply existing regularity theory
to yield higher regularity for this minimiser. We refer to [HL87] for a more detailed
discussion.
Corollary 3.10. Let 1 < p <∞ and let σ ∈ W 1,p(Ω, SO(n)) be a local minimiser
of σ 7→ Ep(σdx) then there is an α, 0 < α ≤ 1, and a set Σ ⊂⊂ Ω of Hausdorff dimen-
sion less than or equal to n− [p]− 1 such that σ ∈ C1,α

loc (Ω \Σ, SO(n)). Furthermore
if ∂Ω is C2, and σ|∂Ω is C1, then σ is Hölder continuous up to the boundary.

3.2.2. Minimisers in the class of an exact frame. In what follows we examine
a K-quasiconformal map f : Ω

∼=→ Ω′ ⊂ Rn. We denote by h : Ω′ → Ω the inverse
f−1 of f . In this case the frame df is a quasiconformal frame, and Jf = det df is
its Jacobian determinant. Let dy denote the standard Cartesian co-frame in Ω′. For
almost every y ∈ Ω′ we define the measurable map A : Ω′×son⊗Λ1Rn → Rn⊗Λ2Rn

(3.10) A(y, ξ) =

{
(B(y))#(ξ ∧ dy), if dh(y) 6= 0

ξ ∧ dy, otherwise,
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where B(y) = J
−1/n
f (h(y))Df(h(y)). Note that B(y)−1 = J

−1/n
h (y)(Dh(y)). Subse-

quently by (3.1) and (3.2) |B| = (KO
f )1/n and |B−1| = (KI

f )1/n, where KI
f and KO

f

are respectively the inner and outer distortions of f .
Apply Lemma 3.2 to deduce that |dy−1

∧ | ≤ C(n). Then

|ξ| ≤ |dy−1
∧ (B−1)#B#(ξ ∧ dy)|

≤ C(n)(KI
f )2/n|B#(ξ ∧ dy)|.

On the other hand

|B#(ξ ∧ dy)| ≤ (KO
f )2/n|ξ ∧ dy|

≤ C(n)(KO
f )2/n|ξ|.

We set
G(y) = A∗(y)A(y) : son ⊗ Λ1Ω′ → son ⊗ Λ1Ω′,

where
A∗(y) : Rn ⊗ Λ2Ω′ → son ⊗ Λ1Ω′

is the adjoint of A(y).
We can then define a measurable monotone function A : Ω′ × (son ⊗ Λ1Rn) →

son ⊗ Λ1Ω′ of growth n/2 by

(3.11) A(y, ξ) = 〈G(y)ξ, ξ〉(n−4)/4G(y)ξ

for every y ∈ Ω′ and ξson ∈ Λ1Rn

The reason for using this potential theoretic terminology is that in this context
the Orthogonal Euler–Lagrange Equations (3.7) take the following form.
Theorem (1.7). Let f : Ω→ Ω′ be a quasi-conformal map with inverse h : Ω′ → Ω,
and σ : Ω→ SO(n) be a measurable map such that σ̃ = σ ◦ h ∈ W 1,1(Ω′, SO(n)). If
d(σdf) ∈ Ln/2(Ω,Rn⊗Λ2Ω) then σ̃ ∈ W 1,n/2(Ω, SO(n). If σdf satisfies the Orthogo-
nal Euler–Lagrange equations (1.6) then σ̃ satisfies an A-harmonic equation, where
A is given by (3.11). That is, for every u ∈ C∞0 (Ω′, son)

(3.12)
∫

Ω′
〈A(DLσ̃),Adσ̃( du)〉 = 0.

Proof. By quasiconformality of h, d(h∗σ df) = h∗d(σdf) ∈ Ln/2(Ω′,Rn ⊗ Λ2Ω), cf.
[GT10, Thm 6.6]. But h∗(σdf) = (σ ◦ h)dy = σ̃dy. By Lemma 3.5,

DL(σ̃) = (dy∧)
−1(σ ◦ h)−1d((σ ◦ h)dy) ∈ Ln/2(Ω′, son ⊗ Λ1Ω′).

Consequently σ̃ ∈ W 1,n/2(Ω′, SO(n))).
Now because σdf is a solution to (1.6) and by Proposition 1.13 left-multiplication

by σ is an orthogonal operator Rn ⊗ Λ2Ω→ Rn ⊗ Λ2Ω, we have

0 =

∫
Ω

〈|d(σdf)|n/2−2d(σdf), du ∧ σdf〉 dx

=

∫
Ω

〈|σ−1d(σdf)|n/2−2σ−1d(σdf), σ−1(du)σ ∧ df〉 dx.
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We apply the change of variables x = h(y) to yield

0 =

∫
Ω′
〈|σ−1d(σdf)|(n−4)/2σ−1d(σdf),Adσ(du) ∧ df〉h(y)Jh(y) dy

=

∫
Ω′
〈|Df#(Dh ◦ f)#σ−1d(σdf)|(n−4)/2Df#(Dh ◦ f)#σ−1d(σdf),

Df#(Dh ◦ f)#(Adσ(du) ∧ df)〉h(y)Jf (h(y))−1 dy.

We set B = J
−1/n
f Df ◦ h, A = B#(· ∧ dy) and G = A∗A. Then

0 =

∫
Ω′
〈
∣∣B#h∗(σ−1d(σdf))

∣∣(n−4)/2
B#h∗(σ−1d(σ df)),

B#h∗(Adσ(du) ∧ df)〉y dy

=

∫
Ω′
〈|B#(σ̃−1(dσ̃) ∧ dy)|(n−4)/2B#(σ̃−1(dσ̃) ∧ dy),

B#(Adσ̃(d(u ◦ h)) ∧ dy)〉y dy

=

∫
Ω′
〈|A(DLσ̃)|(n−4)/2A(DLσ̃), A(Adσ̃(d(u ◦ h)))〉y dy

=

∫
Ω′
〈G(DLσ̃), DLσ̃〉(n−4)/4G(DLσ̃),Adσ̃(d(u ◦ h))〉y dy

=

∫
Ω′
〈A(DLσ̃),Adσ̃(d(u ◦ h))〉y dy,(3.13)

where A is as in (3.11). By Lemma 3.7 the Euler–Lagrange equations (1.6) are
true for any function u ∈ W 1,n

0 (Ω, son). But h∗ is a Banach space isomorphism of
W 1,n

0 (Ω, son) to W 1,n
0 (Ω′, son). Hence we may re-express (3.13) as

(3.14)
∫

Ω′
〈A(DLσ̃),Adσ̃(du)〉 dy = 0

for any function u ∈ W 1,n
0 (Ω′, son). But C∞0 (Ω′, son) ⊂ W 1,n

0 (Ω′, son) so, in particular
σ̃ satisfies (3.14) for any u ∈ C∞0 (Ω′, son). �

3.3. Minimisers of exterior energy

In this section we prove the existence of minimisers for the exterior energy.
Proposition 3.11. Let n/2 ≤ p < ∞ and Ω ⊂ Rn be a bounded C∞ domain
for which there are no harmonic 1-forms with vanishing tangential component, i.e.
HT (Ω,Λ1Ω) = {0}. Let ρ0 ∈ Ln(Ω,Rn ⊗ Λ1Ω) be a K-quasiconformal co-frame such
that dρ0 ∈ Lp(Ω,Rn ⊗ Λ2Ω). There is a number C = C(K, p,Ω) such that for every
ρ ∈ COpρ0

(Ω)

(3.15) ‖ρ‖n ≤ C(‖ρ0‖n + ‖d(ρ− ρ0)‖p).

Nota bene The condition HT (Ω,Λ1Ω) = 0 is equivalent to the cohomological con-
dition H1(Ω, ∂Ω) = 0 [DS52, Theorem 3].
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Proof. The following proof is along the lines of a similar proof in [PR11]. Denote
η = ρ− ρ0. Using the Hodge decomposition [ISS]

Ln(Ω,Rn ⊗ Λ1Ω)

= dW 1,n
0 (Ω,Rn)⊕ d∗W 1,n

N (Ω,Rn ⊗ Λ2Ω)⊕Hp(Ω,Rn ⊗ Λ1Ω)

we can express
η = df + d∗β + ζ,

where f ∈ W 1,n
0 (Ω,Rn), β ∈ W 1,n

N (Ω,Rn ⊗Λ2Ω) and ζ ∈ Hn(Ω,Rn ⊗Λ1Ω). Further-
more η is in W d,p

T (Ω,Rn ⊗ Λ1Ω). Consequently so are ζ and d∗β.
Because ζ ∈ W d,p

T (Ω,Rn ⊗ Λ1Ω), it follows that ζ ∈ HT (Ω,Rn ⊗ Λ1Ω), and hence
ζ = 0.

The condition (d∗β) ∈ W d,p
T (Ω,Rn ⊗ Λ1Ω) along with

dd∗β = dη = d(ρ− ρ0) ∈ Lp(Ω,Rn ⊗ Λ2Ω)

guarantees that d∗β ∈ W d,p
T (Ω,Rn⊗Λ1Ω)∩W d∗,p

N (Ω,Rn⊗Λ1Ω) hence by [ISS, (6.4)],
d∗β ∈ W 1,p

0 (Ω,Rn⊗Λ1Ω), and by Gaffney’s inequality for compactly supported forms
cf. [ISS, Proposition 4.1]

‖∇d∗β‖p ≤ C(p,Ω)‖dd∗β‖p + ‖d∗d∗β‖p = C(p,Ω)‖d(ρ− ρ0)‖p.

Because Ω is bounded, and n/2 ≤ p, we have d∗β ∈ W 1,n/2
0 (Ω,Rn ⊗ Λ1Ω), and

‖∇d∗β‖n/2 ≤ C(p,Ω)‖d(ρ− ρ0)‖p.
Then by the Sobolev–Poincaré inequality

‖d∗β‖n ≤ C(Ω)‖∇β‖n/2 ≤ C(p,Ω)‖d(ρ− ρ0)‖p.
Let τ = ρ0 + d∗β, so that ρ− τ = df . Then

‖τ‖n ≤ ‖ρ0‖n + ‖d∗β‖n
≤ ‖ρ0‖n + C(p,Ω)‖d(ρ− ρ0)‖p,

Consider Jf = ?(df 1 ∧ · · · ∧ dfn). Then

Jf = ?
[
(ρ1 − τ 1) ∧ · · · ∧ (ρn − τn)

]
= det ρ+ ?

n∑
i=1

∑
I⊂N
|I|=i

sign(I)ρN\I ∧ τ I

≥ 1

K
|ρ|n − C(n)

n−i∑
i=1

|ρ|n−i|τ |i

Because f ∈ W 1,n
0 (Ω,Rn), when we integrate Jf over Ω it yields 0, and hence

0 ≥ 1

K

∫
Ω

|ρ|n − C(n)
n∑
i=1

∫
Ω

|ρ|n−i|τ |i

≥ 1

K
‖ρ‖nn − C(n)

n∑
i=1

‖ρ‖n−in ‖τ‖in

by applying Hölder’s inequality.
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Assume ‖ρ‖n ≤ ‖τ‖n. Then
‖ρ‖n ≤ ‖ρ0‖n + C(p,Ω)‖d(ρ− ρ0)‖p.

If ‖ρ‖n > ‖τ‖n, then

0 ≥ 1− C(n)K
n∑
i=1

‖τ‖in
‖ρ‖in

≥ 1− C(n)K
‖τ‖n

‖ρ‖n − ‖τ‖n
.

After rearranging,

‖ρ‖n ≤ (C(n)K + 1)‖τ‖n ≤ (C(n)K + 1)(‖ρ0‖n + C(n,K, p,Ω)‖d(ρ− ρ0)‖p).
This completes the proof. �

Proposition 3.12. Let f ∈ L1
loc(Ω). Suppose that for every non-negative ϕ ∈

C∞0 (Ω) ∫
Ω

fϕ dx ≥ 0.

Then f(x) ≥ 0 for almost every x.

Proof. Let ϕε = ε−nϕ(x/ε) be a smooth mollifier function satisfying

ϕ ∈ C∞0 (Rn), ϕ ≥ 0 and
∫
Rn
ϕ(x) dx = 1.

Then
0 ≤ lim

ε→∞

∫
Ω

ϕε(x− y)f(x) dx = f(y),

for almost every y ∈ Ω. �

Lemma 3.13. Let (Aν) be a sequence in Ln(Ω, CO+
0 (n)) which converges weakly to

A ∈ Ln(Ω,Mn×n) as ν → ∞, and suppose detAν ⇀ detA in the sense of distribu-
tions. Then A ∈ Ln(Ω, CO+

0 (n)).

Proof. By conformality, n−n/2|Aν |n = detAν . Let η ∈ L∞(Ω) be a non-negative
function. As such η|A|n−2A ∈ Ln/(n−1) and thus∫

Ω

η|A|n dx =

∫
Ω

〈A, η|A|n−2A〉 dx = lim
ν→∞

∫
Ω

〈Aν , η|A|n−2A〉 dx

≤ lim inf
ν→∞

‖η1/nAν‖n‖η1/nA‖n−1
n .

Consequently ∫
Ω

η|A|n dx ≤ lim inf
ν→∞

∫
Ω

η|Aν |n dx.

Hence, for η ∈ C∞0 (Ω)∫
Ω

η(|A|n − nn/2 detA) ≤ lim inf
ν→∞

∫
Ω

η(|Aν |n − nn/2 detAν) dx = 0.

Hence, by Proposition 3.12, |A|n = nn/2 detA almost everywhere, and by Proposition
3.1, A is a conformal matrix almost everywhere. �

Lemma 3.13 allows us to apply the following result of Iwaniec and Lutoborski.
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Theorem 3.14 (Compensated Compactness Theorem, 5.1 in [IL93]). Assume α1
ν ∈

Lp1(Ω,Λl1(Ω)), . . . , αkν ∈ Lpk(Ω,Λlk(Ω)) converge weakly in their respective spaces to
α1, . . . , αk as ν →∞, where

∑k
j=1

1
pj

= 1, and assume that ‖dαjν‖qj ≤ C <∞ for all
j = 1, . . . , k and ν ≥ 1, where qj > npj/(n+ pj). Then α1

ν ∧ · · · ∧ αkν ⇀ α1 ∧ · · · ∧ αk
as ν →∞ in the sense of distributions.

We use this theorem to show that COpρ0
(Ω) is closed under the weak topology.

Lemma 3.15. Let ρν ∈ COpρ0
(Ω), lim infν→∞ Ep(ρν) < ∞ and ρν converge weakly to

% ∈ Ln(Ω,Rn ⊗ Λ1(Ω)), then Ep(%) ≤ lim infν→∞ Ep(ρν) and % ∈ COpρ0
(Ω).

Proof. The proof of weak lower-semicontinuity is classical as in [PR11]. Similarly it
is straightforward to see %− ρ0 ∈ W d,p

T (Ω,Rn⊗Ω). The real difficulty lies in showing
that % is a conformal multiple of ρ0. To do so we use the Compensated Compactness
Theorem and Lemma 3.13

From the compensated compactness theorem it follows that det ρν ⇀ det % in
the sense of distributions. Then consider the conformal matrix fields Aν defined
uniquely by ρν = Aνρ0 det ρ

−1/n
0 , for det ρ0 6= 0 and Aν = 0 otherwise. Hence

det ρν = detAν . Likewise there is a uniquely defined matrix field A : Ω → Mn×n

such that %(x) = A(x)ρ0(x) det ρ
−1/n
0 (x) when det ρ0(x) 6= 0, and A(x) = 0 otherwise.

Hence det % = detA. Now

|Aν |n = nn/2 detAν = nn/2 det ρν ,

so Aν is a bounded sequence in Ln(Ω,Mn×n). Hence by passing to a subsequence Aν
converges weakly to A in Ln(Ω,Mn×n), and by Theorem 3.14 detAν converges weakly
in the sense of distributions to detA. As such, by Lemma 3.13, A is a conformal
matrix field, so % ∈ COpρ0

(Ω).
�

Theorem (1.3). Let p > n/2, let Ω be a smooth bounded domain in Rn with
HT (Ω,Λ1Ω) = {0} and let ρ0 be a quasiconformal co-frame in W d,p(Ω,Rn ⊗ Λ1Ω) ∩
Ln(Ω,Rn ⊗ Λ1Ω). Then there is a minimiser of Ep in the space COpρ0

(Ω).

Proof. Assume we have a minimising sequence ρν for which

lim
ν→∞
Ep(ρν) = inf

ρ∈COpρ0 (Ω)
Ep(ρ).

Then by Proposition 3.11

‖ρν‖n < C(p,K,Ω)(‖ρ0‖n + ‖dρν − dρ0‖p)
≤ C(p,K,Ω)(‖ρ0‖n + Ep(ρν)1/p + Ep(ρ0)1/p).

Hence ρν is a bounded sequence in Ln(Ω,Rn⊗Λ1Ω). By passing to a subsequence we
may assume that (ρν) converges weakly to a frame ρ ∈ Ln(Ω,Rn⊗Λ1Ω). By Lemma
3.15, ρ ∈ COpρ0

(Ω). Furthermore, by weak lower-semicontinuity of Ep,

Ep(ρ) ≤ lim
ν→∞
Ep(ρν) = inf

%∈COp(Ω)
Ep(%0).

Since ρ ∈ COpρ0
,

Ep(ρ) ≥ inf
%∈COpρ0 (Ω)

Ep(%).

This completes the proof. �
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The condition p > n/2 in the proof of Theorem 1.3 follows from Theorem 3.14. If
we assume a higher exponent of integrability for ρ, then we can examine the situation
where dρ is only n/2-integrable, using a modification of Theorem 3.14.

We introduce some new notation. Let m ≥ 1 and let

p = (p1, . . . , pm) and q = (q1, . . . , qm)

be multi-exponents, where pi > 1 and qi > 1. Define

p̂i :=

(
1−

∑
j 6=i

1

pj

)−1

for every 1 ≤ i ≤ m and

pik :=

(
1− 1

qk
−
∑
j 6=i,k

1

pi

)−1

for every 1 ≤ i ≤ m and 1 ≤ k ≤ m, i 6= k.
We will use the Averaged Poincaré Homotopy Operator. Let B ⊂ Rn be a ball and

let φ ∈ C∞0 (B) be a non-negative function satisfying∫
B

φ(y) dy = 1.

We define Tϕ : C∞(B,ΛkB)→ C∞(B,Λk−1B) by

Tϕα =

∫
B

φ(y)Kyα dy,

where

Ky(α)(x) =

∫ 1

0

(x− y)yα(y + t(x− y)) tk−1dt.

for y ∈ B and α ∈ C∞(B,ΛkB).
The operator Tϕ is well defined by the convexity of B, and it satisfies the following

properties:
(1) for 1 < p < ∞ , Tϕ extends to a bounded linear operator Lp(B,Λk) →

W 1,p(B,Λk−1B);
(2) for 1 < p < ∞ and 1 ≤ q < p∗, Tϕ is a compact operator Lp(B,ΛkB) →

Lq(B,Λk−1B);
(3) if α ∈ L1

loc(B,Λ
kB) and dα ∈ L1

loc(B,Λ
k+1B), then Tϕdα and dTα belong to

L1
loc(B,Λ

kB) and α = Tdα + dTα.
For proofs of these facts see [IL93, §4].
Lemma 3.16. Let Ω ⊂ Rn be a domain and m ≥ 1, and let ϕν = (ϕ1

ν , . . . , ϕ
m
ν ) be an

m-tuple of differential forms ϕiν ∈ L
pi
loc(Ω,Λ

liΩ), dϕiν ∈ L
qi
loc(Ω,Λ

li+1Ω) where q∗i > p̂i
and

1

p1

+ · · ·+ 1

pm
=

1

p0

≤ 1.

Suppose ϕν and dϕν converge weakly to ϕ and dϕ in their respective spaces as
ν →∞. Then, provided p∗i > p̂i for every 1 ≤ i ≤ m,∫

Ω

η ∧ ϕ1
ν ∧ · · · ∧ ϕmν →

∫
Ω

η ∧ ϕ1 ∧ · · · ∧ ϕm as ν →∞
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for every η ∈ C∞0 (Ω,Λn−
∑
i liΩ).

Proof. This is modest generalisation of [IL93, Theorem 5.1] to the case where
∑m

i=1 p
−1
i <

1, and follows the original proof almost exactly. The key here is that by increasing
the integrability of the forms themselves, we can decrease the integrability of the
exterior derivatives. We follow the proof of Theorem 5.1 in [IL93]. We first assume
that η ∈ C∞0 (Ω,Λn−

∑
i liΩ) is compactly supported in a ball B = B(x0, r) ⊂⊂ Ω.

Then consider

(3.16)
∫

Ω

η ∧ ϕ1 ∧ · · · ∧ ϕm −
∫

Ω

η ∧ ϕ1
ν ∧ · · · ∧ ϕmν

=

∫
Ω

m∑
i=1

η ∧ ϕ1 ∧ · · · ∧ ϕi−1 ∧ (ϕi − ϕiν) ∧ ϕi+1
ν ∧ · · · ∧ ϕmν .

Let Tψ be the averaged Poincaré homotopy operator where ψ ∈ C∞0 (B) is constant
on the support of η. Then

m∑
i=1

∫
Ω

η ∧ ϕ1 ∧ · · · ∧ ϕi−1 ∧ (ϕi − ϕiν) ∧ ϕi+1
ν ∧ · · · ∧ ϕmν

=
m∑
i=1

∫
B

η ∧ ϕ1 ∧ · · · ∧ ϕi−1 ∧ (Tψd(ϕi − ϕiν)) ∧ ϕi+1
ν ∧ · · · ∧ ϕmν

+
m∑
i=1

∫
B

η ∧ ϕ1 ∧ · · · ∧ ϕi−1 ∧ (dTψ(ϕi − ϕiν)) ∧ ϕi+1
ν ∧ · · · ∧ ϕmν

=
m∑
i=1

Ai +Bi,

where

Ai =

∫
B

η ∧ ϕ1 ∧ · · · ∧ ϕi−1 ∧ (Tψd(ϕi − ϕiν)) ∧ ϕi+1
ν ∧ · · · ∧ ϕmν

and

Bi =

∫
B

η ∧ ϕ1 ∧ · · · ∧ ϕi−1 ∧ (dTψ(ϕi − ϕiν)) ∧ ϕi+1
ν ∧ · · · ∧ ϕmν

for every i = 1, . . . ,m. To estimate Ai, we apply Hölder’s inequality and arrive at

|Ai| ≤ ‖η‖∞‖ϕ1‖p1 · · · ‖Tψ(dϕi − dϕiν)‖p̂i · · · ‖ϕmν ‖pm .
Since q∗i > p̂i, Tψ is a compact operator. By passing to a subsequence, if necessary,
‖Tψ(dϕi − dϕiν)‖p̂i converges to zero as ν →∞.

To estimate Bi we first integrate by parts and then estimate:

|Bi| ≤
∣∣∣∣∫

Ω

dη ∧ ϕ1 · · · ∧ Tψ(ϕi − ϕiν) ∧ · · · ∧ ϕmν
∣∣∣∣

+
∑
k<i

∣∣∣∣∫
B

η ∧ ϕ1 ∧ · · · ∧ dϕk ∧ · · · ∧ Tψ(ϕi − ϕiν) ∧ · · · ∧ ϕmν
∣∣∣∣

+
∑
k>i

∣∣∣∣∫
B

η ∧ ϕ1 ∧ · · · ∧ Tψ(ϕi − ϕiν) ∧ · · · ∧ dϕkν ∧ · · · ∧ ϕmν
∣∣∣∣
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From this it follows that

|Bi| ≤ ‖dη‖∞‖ϕ1‖pj · · · ‖Tψ(ϕi − ϕiν)‖p̂i · · · ‖ϕmν ‖pm
+
∑
k<i

‖η‖∞‖ϕ1‖p1 · · · ‖dϕk‖qk · · · ‖Tψ(ϕi − ϕiν)‖pik · · · ‖ϕmν ‖pm

+
∑
k>i

‖η‖∞‖ϕ1‖p1 · · · ‖Tψ(ϕi − ϕiν)‖pik · · · ‖dϕkν‖qk · · · ‖ϕmν ‖pm

for every i = 1, . . . ,m. Because p̂i < p∗i , Tψ : Lpi(B,ΛliB) → Lp̂i(B,Λli−1B) is
compact and, by passing to a subsequence if necessary, ‖Tψ(ϕi−ϕiν)‖p̂i converges to
zero as ν →∞.

Since p̂k < q∗k,

1

qk
− 1

n
< 1−

∑
j 6=k

1

pj

and

1

pi
− 1

n
< 1− 1

qk
−
∑
j 6=i,k

1

pj
.

Thus p∗i > pik. Hence Tψ : Lpi(B,ΛliB) → Lpik(B,Λli−1B) is compact and, by
passing to a subsequence if necessary, ‖Tψ(ϕi − ϕiν)‖pik converges to 0 as ν →∞.

We have obtained∫
Ω

η ∧ ϕ1
ν ∧ · · · ∧ ϕmν →

∫
Ω

η ∧ ς1 ∧ · · · ∧ ϕm

as ν →∞ for any η supported in a ball B ⊂⊂ Ω.
Assume η ∈ C∞0 (Ω,Λn−

∑
liΩ). We can cover the support of η by balls compactly

contained in Ω. If we take a smooth finite partition of unity {ψi}Ni=1 covering the
support of η, such that each ψi is supported in a ball Bi ⊂⊂ Ω, then we can calculate

lim
ν→∞

∫
Ω

η ∧ (ϕ1 ∧ · · · ∧ ϕm − ϕ1
ν ∧ · · · ∧ ϕmν )

= lim
ν→∞

∫
Ω

(
N∑
i=1

ψiη

)
∧ (ϕ1 ∧ · · · ∧ ϕm − ϕ1

ν ∧ · · · ∧ ϕmν )

=
N∑
i=1

lim
ν→∞

∫
Bi

ψiη ∧ (ϕ1 ∧ · · · ∧ ϕm − ϕ1
ν ∧ · · · ∧ ϕmν )

= 0.

This completes the proof. �

Corollary 3.17. Let Ω be a domain, p ≥ n, q > np/((n+ 1)p− n(n− 1)) and let
ρν ∈ Lp(Ω,Rn ⊗ Λ1Ω) be a bounded sequence with dρν bounded in Lq(Ω,Rn ⊗ Λ2Ω).
Then there exists a weakly convergent subsequence (ρνk) tending to ρ as k →∞ such
that det ρνk ⇀ det ρ as k →∞.

Proof. Now we apply Lemma 3.16 with ϕiν = ρiν , pi = p, and qi = q. Let us check
that the conditions are met:
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(q∗i )
−1 = (q∗)−1 =

1

q
− 1

n
<
n+ 1

n
− n− 1

p
− 1

n
= 1− n− 1

p
= (p̂i)

−1.

Consequently
(q∗i )

−1 < (p̂i)
−1.

Furthermore p∗ =∞ > p̂i and hence the conditions of Lemma 3.16 are satisfied. �

Remark 3.18. Because p > n,

1− n− 1

p
> 1− n− 1

n
= n =

(n
2

)∗
,

and hence q = n/2 is admissible in Corollary 3.17.
Theorem (1.4). Let p > n and q > np/((n + 1)p − n(n − 1)). Let Ω be a smooth
bounded domain and let ρ0 ∈ Lploc(Ω,Rn ⊗ Λ1Ω) be a quasiconformal co-frame. Sup-
pose dρ0 ∈ Lq(Ω,Rn ⊗ Λ2Ω). Then there exists a minimiser of Ep in SOqρ0

.
It’s worth noting that for every ρ ∈ SOqρ0

(Ω), it follows automatically that ‖ρ‖p =
‖ρ0‖p and hence we do not need the condition on harmonic fields as in Theorem 1.3.

Proof. Our theorem assumes that ρ ∈ Lploc(Ω,Rn ⊗ Λ1Ω), whereas Corollary 3.17
assumes that ρ ∈ Lp(Ω,Rn ⊗ Λ1Ω). To circumvent this problem, let U ⊂⊂ Ω.

Suppose (σν) is a sequence of measurable mappings : Ω→ SO(n) so that ρν = σνρ0

is a minimising sequence for Eq. Then (ρν) is a bounded sequence in Lp(U,Rn⊗Λ1U)
and (d(σνρ0)) is bounded in Lq(U,Rn ⊗ Λ2U).

Consequently we can choose a subsequence (ρνk), weakly converging to some ρ ∈
Ln(U,Rn ⊗ Λ1U). We can apply Corollary 3.17 to yield that detσνkρ0 ⇀ det ρ.
But detσνkρ0 = det ρ0 almost everywhere for every k ∈ N, so det ρ = det ρ0 almost
everywhere. Then by Proposition 3.13, ρ = Aρ0 for some conformal matrix field A.
But then detA = 1 almost everywhere, so A is a measurable map Ω→ SO(n). �

Theorem (1.6). Let p > n/2 and let Ω be a bounded smooth domain withHT (Ω,Λ1Ω) =
0. Suppose ρ0 ∈ Ln(Ω,Rn ⊗ Λ1Ω) is a K-quasiconformal co-frame and dρ0 ∈
Lp(Ω,Rn ⊗ Λ2Ω). Then there exists a q0 = q0(n,K) < n/2 such that for every
q > q0 there is a ρ ∈ COqρ0

(Ω) satisfying (3.7) with exponent q.

Proof. First we minimise the p-energy of ρ0 with Theorem 1.3 and get a minimiser
% ∈ COpρ0

(Ω). The co-frame % is in Lp
′

loc(Ω,Rn ⊗ Λ1Ω) by Corollary 3.6 where p′ =
p′(n,K) > n. Then, by Theorem 1.4, for any

q > q0 =
n p′

(n+ 1)p′ − n(n− 1)

there is a minimiser of Eq in SOq%(Ω), which is then a solution of (3.7) with exponent
q. But % ∈ COpρ0

(Ω) ⊂ COqρ0
(Ω) and so SOq%(Ω) ⊂ COqρ0

(Ω). �

Remark 3.19. It follows that for all k ≤ n, any σ0 ∈ W 1,q(Ω, SO(k)), and q > 1
there exists a minimiser of the Dirichlet p-energy, σ : Ω→ SO(k), with σ|∂Ω = σ0|∂Ω

in the Sobolev trace sense. Indeed, we may set ρ0 = σ0dx ∈ L∞(Ω,Rn ⊗ Λ1Ω)
and apply Theorem 1.4. This is, however, a rather roundabout way of proving the
existence of a p-harmonic map Ω→ SO(k); compare with [Whi88].
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3.4. Another exterior energy

In this section we define an operator Aρ and use this to define an alternate exterior
energy. Let ρ0 ∈ Ln(Ω,Rn⊗Λ1Ω) be a fixed essentially non-vanishing quasiconformal
co-frame, and let ρ ∈ SOpρ0

(Ω) or ρ ∈ COpρ0
(Ω). The determinant of our quasiconfor-

mal co-frame plays the role of a weight for our Euler-Lagrange equations, and hence
the non-vanishing assumption is a natural one to make. It arises, for instance in the
case when the determinant is an Ap weight, which is the case when our co-frame is
exact.

Denote by P0 and P the matrices of coefficients of ρ0 and ρ, respectively. Let S0 =

detP
1/n
0 P−1

0 , let Sρ = detP 1/nP−1 wherever det ρ 6= 0 and let Sρ = S0 otherwise.
Define Aρ : Rn ⊗ Λ2Ω→ Rn ⊗ Λ2Ω by the formula

(3.17) Aρ(β) = S#
ρ β.

We minimise the following energy:

(3.18) E ′p(ρ) =

∫
Ω

|Aρ(dρ)|p.

The reason for adding a seemingly additional layer of complexity is that it peels away
when we examine a situation analogous to Theorem 1.7, that is frames ρ = σdf , where
f : Ω→ Ω′ is a quasiconformal map and σ ◦ f−1 ∈ W 1,1(Ω′, SO(n)).

We first show that minimisers of (3.18) exist and then derive their Euler-Lagrange
equations. The end result is that in certain cases the minimiser corresponds to an
A-harmonic map σ : Ω → SO(n) with a C1-smooth bundle map A. Subsequently
we can apply existing results on the higher regularity of such maps.
Lemma 3.20. Let 1 ≤ p < ∞ and let ρ ∈ Ln(Ω,Rn ⊗ Λ1Ω) be an essentially non-
vanishing K-quasiconformal frame. Then

C(n)−1(KO)−2p/nEp(ρ) ≤ E ′p(ρ) ≤ C(n)(KI)2p/nEp(ρ)

where KO and KI are respectively the outer and inner distortions of the coefficient
matrix-field P of ρ.

Proof. This lemma is really a corollary of the fact that given a matrix-field A : Ω→
Mn×n, the pointwise operator A# : ΛkΩ → ΛkΩ is bounded by the function |A|k,
where | · | is the Hilbert–Schmidt norm.

Let A = Sρ. Then
|A| ≤ detP 1/n|P−1| ≤ (KI)1/n

Hence, for a 2-form α : Ω→ Λ2Ω

|A#α|p ≤ |A|2p|α|p ≤ (KI)2p/n|α|p.
Now for the first part of the inequality. Let B = detP−1/nP . then AB = I. It is

clear that |B| ≤ (KO)1/n, and so

|α|p = |B#A#α|p ≤ |B#|2p|A#α|p ≤ (KO)2p/n|A#α|p.
Thus

|KO|−2p/n|α|p ≤ |A#α|p.
�

It is not immediate that the functional E ′p is lower semi-continuous. But in fact we
have the following property.
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Lemma 3.21. Let ρ0 ∈ Ln(Ω,Rn ⊗ Λ1Ω) be an essentially non-vanishing quasicon-
formal co-frame. Let ρ ∈ COpρ0

(Ω). Then for every α : Ω→ Rn ⊗ Λ2Ω

|Aρ(α)| = |Aρ0(α)|
almost everywhere, and consequently∫

Ω

|S#
ρ dρ|p dx =

∫
Ω

|S#
0 dρ|p dx.

Proof. Let P : Ω → Mn×n denote the coefficient matrix-field of ρ and P0 : Ω →
Mn×n denote the coefficient matrix-field of ρ0.

Let E denote the set where det ρ 6= 0 and det ρ0 6= 0. It follows that ρ = Aρ0

almost everywhere for some conformal matrix-field A : Ω → CO+
0 (n), where A = I

on Ω \ E. Then P−1 = P−1
0 detA−2/nAt. When acting on ΛkTxΩ for x ∈ E

(P−1 detP 1/n)# = detP k/n(P−1
0 detA−2/nAt)#

= detP
k/n
0 detAk/n detA−2k/n(At)#(P−1

0 )#

= detP
k/n
0 detA−k/n(At)#(P−1

0 )#

= (detA−1/nAt)#(detP
1/n
0 P−1

0 )#.

Now R := detA−1/nA is a measurable orthogonal matrix field, so

|R#β| = |β|,
for every form β : Ω→ ΛkΩ, and hence for α : Ω→ ΛkΩ

|(P−1 detP 1/n)#α)| = |(R#(P−1
0 detP

1/n
0 )#α)| = |(P−1

0 detP
1/n
0 )#α|.

If ρ = 0 then Aρ = Aρ0 by construction. �

Lemma 3.22. Let 1 < p < ∞, and let ρ0 ∈ Ln(Ω,Rn ⊗ Λ1Ω) be essentially non-
vanishing. Suppose (ρν) is a sequence in COpρ0

(Ω) with E ′p(ρν) ≤ C. If (ρν) converges
weakly to ρ ∈ COpρ0

(Ω) as ν →∞, then

E ′p(ρ) ≤ lim inf
ν→∞

E ′p(ρν).

Proof. By Lemma 3.21, we can express

E ′p(ρν) =

∫
Ω

|S#
0 dρν |p dx

and
E ′p(ρ) =

∫
Ω

|S#
0 dρ|p dx.

We introduce the norm ‖ · ‖ρ0 : Lp(Ω,Rn ⊗ ΛkΩ)→ R by defining

‖α‖ρ0 =

(∫
Ω

|S#
0 α|p dx

)1/p

.

It is equivalent to the usual Lp norm, i.e.

C−1(n, p,K)‖α‖p ≤ ‖α‖ρ0 ≤ C(n, p,K)‖α‖p.
By the weak lower semicontinuity of norms on Banach spaces,

E ′p(ρ) = ‖dρ‖pρ0
≤ lim inf

ν→∞
‖dρν‖pρ0

= lim inf E ′p(ρν).
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�

Theorem 3.23. Let 1 < q <∞ and n ≤ p <∞. Suppose ρ0 ∈ Lp(Rn ⊗ Λ1Ω) is an
essentially non-vanishing K-quasiconformal co-frame with finite exterior q energy,
i.e. E ′q(ρ0) < ∞. If p = n and n/2 < q ≤ n then there exists a minimiser for
E ′q : COpρ0

(Ω) → R. If p > n and q > np/((n + 1)p − n(n − 1)) then there exists a
minimiser for E ′p : SOn/2ρ0

(Ω)→ R.

Proof. Once again we start with a minimising sequence (ρν) for E ′p. Then, by Lem-
mata 3.20 and 3.11, the sequence (ρν) is bounded in COpρ0

(Ω). Hence we can choose a
weakly converging subsequence, which by Lemma 3.15, converges in COpρ0

(Ω). Lastly
by Lemma 3.22, this weak limit minimises the energy. �

We now derive the Euler–Lagrange equations for E ′p : COpρ0
(Ω)→ R.

Theorem 3.24. Let 1 < p <∞ and let ρ0 ∈ Ln(Ω,Rn⊗Λ1(Ω)) be an essentially non-
vanishing K-quasiconformal co-frame such that E ′p(ρ0) < ∞. Let P0 : Ω → Mn×n
denote the coefficient matrix-field of ρ0 with respect to dx. Suppose ρ ∈ COpρ0

(Ω) is
a local minimiser of E ′p. Then ρ satisfies the Euler-Lagrange equations

(3.19)
∫

Ω

〈|(P−1
0 )#dρ|p−2(P−1

0 )#dρ, ((P−1
0 )#du) ∧ dx〉 detP

2p/n
0 dx = 0

(3.20)
∫

Ω

〈|(P−1
0 )#dρ|p−2(P−1

0 )#dρ, ((P−1
0 )#(d(λρ))〉 detP

2p/n
0 dx = 0

for every λ ∈ C∞0 (Ω) and every u ∈ C∞0 (Ω, son).
If ρ ∈ SOpρ0

(Ω) is a local minimiser of E ′p : SOpρ0
(Ω) → R, then ρ satisfies (3.19)

for every u ∈ C∞0 (Ω, son).

Proof. Let u ∈ C∞0 (Ω, son) and λ ∈ C∞0 (Ω). We can again apply Lemma 3.21 to
obtain for every t ∈ R

E ′p(et(λI+u)ρ) =

∫
Ω

∣∣∣(detP
1/n
0 P−1

0 )#d(et(λI+u)ρ)
∣∣∣p dx.

Denote detP
1/n
0 P−1

0 by B, and note that |B| ≤ C(n,K).
Once again we let τt = t−1(et(λI+u) − I)ρ for 0 < t ≤ 1. Recall

|dτt| ≤ C(|ρ|+ |dρ|)

pointwise almost everywhere, where C = C(‖u‖1,∞, ‖λ‖1,∞); see (3.8). Then

d

dt
E ′p(et(λI+u)ρ)

∣∣∣∣
t=0

= lim
t→0

1

t

∫
Ω

|B#(det(λI+u)ρ)|p − |B#dρ|p dx

= lim
t→0

∫
Ω

It dx,

where

It =
1

t
[(|B#dρ|2 + t2|B#dτt|2 + 2t〈B#dρ,B#dτt〉)p/2 − |B#dρ|p]
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For every 0 < t ≤ 1

|It| ≤
1

t

(
(|B#dρ|2 + t2|B#dτt|2 + 2t|B#dτt||B#dρ|)p/2 − |B#dρ|p

)
≤ 1

t

(
(|B#dρ|+ t|B#dτt|)p − |dρ|p

)
≤ p(|B#dρ|+ |B#dτt|)p−1|dτ |
≤ C(n, p,K)(|dρ|p + |dρ|p−1|ρ|).

Once again the bound for It is integrable and independent of 0 < t ≤ 1. Conse-
quently we can use the Dominated Convergence Theorem to bring the limit inside
the integral

lim
t→0

∫
Ω

It dx =

∫
Ω

lim
t→0

It dx.

Let us calculate

lim
t→0

It = lim
t→0

1

t

(
|B#dρ|2 + t2|B#dτt|2 + 2t〈B#dτt, B

#dρ〉
)p/2 − |B#dρ|p

= p|B#dρ|p−2〈B#dρ, d((λI + u)ρ)〉
For

d

dt
E ′p(ρ)

∣∣∣∣
t=0

= 0,

and u = 0 we arrive at (3.20).
To derive (3.19), set λ = 0 and consider

〈B#dρ,B#d(uρ)〉 = 〈B#dρ,B#((du) ∧ ρ)〉+ 〈B#dρ,B#(udρ)〉
= 〈B#dρ,B#((du) ∧ ρ)〉+ 〈B#dρ, uB#dρ〉
= 〈B#dρ,B#((du) ∧ ρ)〉.

This follows because B#(Aα) = AB#α, for any α : Ω → Rn ⊗ ΛkΩ and any matrix
A, and u is antisymmetric, so 〈uα, α〉 = 0 for any α : Ω→ Rn⊗ΛkΩ cf. Proposition
1.12. Furthermore

B#(du ∧ ρ) = B#(du) ∧B#(ρ) = B#(du) ∧ dx(det ρ)1/n.

Replacing B with detP
1/n
0 P−1

0 and pulling out all factors of the determinant yields
the desired result. �

Theorem (1.8). Let f : Ω→ Ω′ be a quasiconformal map with inverse h : Ω′ → Ω.
Let σ : Ω→ SO(n) be a measurable map satisfying σ̃ := σ ◦ h ∈ W 1,1(Ω′, SO(n)). If
d(σdf) ∈ Ln/2(Ω,Rn⊗Λ2Ω) then σ̃ is in W 1,n/2(Ω′, SO(n)). Furthermore if σdf is a
solution to (3.19) for p = n/2 then σ̃ satisfies∫

Ω′
〈|DLσ̃ ∧ dy|n/2−2DLσ̃ ∧ dy,Adσ̃(du) ∧ dy〉 dx = 0

for every u ∈ W 1,n/2
0 (Ω′, SO(n)), where dy is the standard Cartesian co-frame on Ω′.

Proof. This is just a simple application of Theorem 3.24. In this case ρ0 = df so
P0 = Df , and ρ = σdf . Once again h is the inverse map to f , soDf(h(y))−1 = Dh(y)
for almost every y ∈ Ω′.
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Since d(σdf) ∈ Ln/2(Ω,Rn ⊗Λ2Ω), it follows that h∗d(σdf) ∈ Ln/2(Ω′,Rn ⊗Λ2Ω′).
But h∗d(σdf) = dh∗(σdf) = d(σ̃dy). Thus, by Lemma 3.5, σ̃ ∈ W 1,n/2(Ω, SO(n))
and

h∗d(σdf) = d(σ̃dy) = dσ̃ ∧ dy.
For p = n/2 the Euler–Lagrange equations (3.19) yield∫

Ω

〈|(Df−1)#d(σdf)|n/2−2(Df−1)#d(σdf), (Df−1)#(du ∧ df)〉xJf (x) dx = 0.

We apply a change of variables x = h(y) to yield

0 =

∫
Ω′
〈|(Df−1)#d(σdf)|n/2−2(Df−1)#d(σdf), (Df−1)#(du ∧ σdf)〉h(y) dy

=

∫
Ω′
〈|h∗(d(σdf))|n/2−2h∗(d(σdf)), h∗(du ∧ σdf)〉y dy

=

∫
Ω′
〈|dσ̃ ∧ dy|n/2−2dσ̃ ∧ dy, h∗(du) ∧ σ̃dy〉y dy

=

∫
Ω′
〈|σ̃−1dσ̃ ∧ dy|n/2−2σ̃−1dσ̃ ∧ dy, σ̃−1h∗(du) ∧ σ̃dy〉y dy

=

∫
Ω′
〈|DLσ̃ ∧ dy|n/2−2DLσ̃ ∧ dy,Adσ̃(h∗(du)) ∧ dy〉y dy.

We can use similar reasoning to Lemma 3.7 to test against any u ∈ W 1,n
0 (Ω, son).

Then noting that composition with h is a linear isomorphism

W 1,n
0 (Ω, son)→ W 1,n

0 (Ω′, son)

we obtain ∫
Ω′
〈|DLσ̃ ∧ dy|n/2−2DLσ̃ ∧ dy,Adσ̃(dυ) ∧ dy〉 dy = 0

for every υ ∈ W 1,n
0 (Ω, son). �

Theorem 1.8 somewhat unnaturally assumes that σ ◦ f−1 ∈ W 1,1(Ω′). This could
be omitted if the following conjecture were to hold
Conjecture. Let σ : Ω′ → SO(n) be a measurable map, and σdx ∈ W d,n/2(Ω′,Rn⊗
Λ1Ω). Then σ ∈ W 1,n/2(Ω′, SO(n)).

Assuming the conjecture, suppose σdf ∈ W d,n/2(Ω,Rn ⊗ Λ1Ω) is a solution to the
Euler–Lagrange equations (3.19) for p = n/2, where f : Ω → Ω′ is quasiconformal
and σ : Ω→ SO(n) is measurable.

It follows that σ◦f−1 is inW 1,n/2(Ω′, SO(n)). So if σdf is a solution, then we could
apply the higher regularity of σ ◦ f−1 to get that σ is Hölder continuous excepting a
set of zero Hausdorff β-measure. The number β = β(n,K) is given by the Hausdorff
dimension distortion of Sobolev functions cf. [Kau00],

β =
p(dn/2e − 1)

p− bn/2c − 1

and p = p(n,K) is the higher integrability exponent of a K-quasiregular map in
n-dimensional space. In particular β is always strictly less than n.

Furthermore if this conjecture were to hold, then it would trivialise the exis-
tence of frames minimising the exterior energy in SOn/2df (Ω), as we could apply a
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classical proof of existence: any minimising sequence σνdf weakly convergent to
ρ ∈ W d,n/2(Ω,Rn ⊗ Λ1Ω) would give rise to a sequence (σν ◦ f−1) which would be
bounded in W 1,n/2(Ω′, SO(n)). Hence, by passing to a subsequence (if necessary),
(σνk ◦ f−1) would strongly converge in Lp(Ω′,Rn) for p < n = (n/2)∗ and would
converge pointwise almost everywhere to σ ◦ f−1 : Ω′ → SO(n). Consequently ρ

would be equal to σdf ∈ SOn/2df (Ω).
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